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Possible Minds Conference

INTRODUCTION
by Venki Ramakrishnan

The field of machine learning and Al is changing at such a rapid pace that
we cannot foresee what new technical breakthroughs lie ahead, where the
technology will lead us or the ways in which it will completely transform
society. So it is appropriate to take a regular look at the landscape to see
where we are, what lies ahead, where we should be going and, just as
importantly, what we should be avoiding as a society. We want to bring a
mix of people with deep expertise in the technology as well as broad
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thinkers from a variety of disciplines to make regular critical assessments of

the state and future of Al.

0 Venki Ramakrishnan , President of the  Royal Society and Nobel Laureate in
Chemistry, 2009, is  Group Leader & Former Deputy Director, MRC

Laboratory of Molecular Biology; Author, Gene Machine: The Race to
Decipher the Secrets of the Ribosome.

[ED. NOTE: In recent months, Edge has published the fifteen individual talks
and discussions from its two  -and -a-half -day Possible Minds

Conference held in Morris, CT, an update from the field following on from the
publication of the group  -authored book Paossible Minds: Twenty  -Five Ways of
Looking at Al . As a special event for the long Thanksgiving weekend, we are
pleased to publish the  complete conference & 10 hours plus of audio and

video, as well as  this downloadable PDF of the 77,500 -word manuscript.
Enjoy.]

John Brockman
Editor, Edge
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IAN MCEWAN
Machines Like Me

| would like to set aside the technological constraints in order to imagine

how an embodied artificial consciousness might negotiate the open system
of human ethics & not how people think they should behave, but how they do
behave. For example, we may think the rule of law is preferable to revenge,
but matters get  blurred when the cause is just and we love the one who

exacts the revenge.



A machine incorporating the best angel of our nature might think otherwise.
The ancient dream of a plausible artificial hum an might be scientifically
useless but culturally irresistible. At the very least, the quest so far has

taught us just how complex we (and all creatures) are in our simplest
actonsandmodes of bei ng. T h ereligidusquadity te tharhope of
creati ng a being less  cognitively flawed  than we are.

IAN MCEWAN is a novelist whose works have earned him worldwide critical
acclaim. He is the recipient of the Man Booker Prize for Amsterdam (1998),
the National Book Critics' Circle Fiction Award, and the Los Angeles

Times Prize for Fiction for  Atonement (2003). His most recent novel

is Machines Like Me

* * k% %

IAN MCEWAN!: | feel something like an imposter here amongst so much
technical expertise. |l 6m t he brdereknirhst equi va

Wh a t lesn preoccupying me the last two or three years is what it would be

like to live with a fully embodied artificial consciousness, which means

| eaping over every difficulty that wedve hear
Brooks. The building of such a thing is probably scientifically useless, much

like putting a man on the moon when you could put a machine there, but it

has an ancient history.

Thenofcourseyouhad Fr ankenstei nbs mahifieslthedehatewh i c h
into what it means to conjure up a version of ourselves. Now, you have the
contemporary TV series of ~ Westworld and movies like Blade

Runner specifically addressing the notion of what it would be like to have an

artificial being aware of its own mortality. In medieval churches or

cathedrals, you will  find wax effigies of the Virgin Mary that, on certain
occasions, weep or shed blood. As anyone who's been on the
Kurf¢grstendamm in Berlin wildl know, t hereds a

Throughout the 18  century you had water - powered android figures, figur es
driven by levers and cogs, and as clockwork got more sophisticated in the

18t century, such figures remained a matter of profound interest and

fascination.



| 6ve been thinking about what it would be |1k
made who is artifici al and who claims to have consciousness, about which

webd be very skeptical and to which wedd be a
Turing tests. Since it behaved as if it had consciousness, would we then have
to accept it much as we have to accept it amongst eac h other? 1 06ve writ

novel which takes as a starting point the delivery of such a machine. The
year is 1982. Alan Turing, on advice of a close friend, decides that he should
not proceed if found guilty on homosexual charges to go for chemical
castration and instead does one year in Wandsworth prison.

Cut away from wet bench work, he returns to pure mathematics. He said at

that point in his life he was very interested in Dirac. He thought that

guantum mechanics had been largely neglected because of the wa r, and so

he sets out to solving, although ités formul a
versus NP which, along with various other factors, puts science, robotics,

and Al in a different position than it is. Through this novel, | want to reflect

on the fragilit y of the present.

It seems the way things are is the way they were always bound to be, but

the éminence grise of this novel is Turing at the age of seventy. He is head

of a very large corporation, an outfit rather | i ke Demis Has
by Ki nrgidbsss .C Heds beaten Go masters and heds st
what it would be to compute a general intelligence.

| came across a |l etter that Turing wrote. |In
that bind us here, Rod. Turing wrote to a close friend ab out 1947 saying that

he was just ten years away, he thought, from a reasonable emulation of the

human mind, and | see this as a form of cultural optimism which is

constantly beaten back by the facts.

It's worth remembering that Turing was a very good chess player, and it was
tempting for him to think of chess as a model of human intelligence,
whereas of course itdéds a closed system. Pl aye

any disagreement at any given point as to what a move means or what a
conclusion of agame i s, whereas general intelligence working in open
systems, and language itself being an open system, has to face a completely
different form of problem.



Ten years ago, as a layman, | went on the Internet to answer a simple

guestion: How many neurons are ther e in a human brain? Seven years ago,
the figure was 25 billion. Four years ago, | saw a figure of 40 billion. Now, |

see a consensus between 80 and 100 billion. Twenty billion difference seems

to me to show that we still have a long way to go in understand ing the most
fundamental fact about ourselves. Then | looked up what the average

connection between neurons was. Again, seven or eight years ago it was

about 1,000. | see now the average figure again rather blurred between

7,000 and 10,000 inputs and outpu ts per neuron. Then we have the vast
range of connectivity between them. In fact, we probably cannot think of a
machine as intelligent unless it can learn, which means that anything we

would build would have to have a degree of plasticity and Hebbian proce ss of
firings being either suppressed or encouraged. It would have to be somehow
i mitated, all this within a |Iiter of matter

like the energy of a dim light bulb 0 quite appropriate maybe.

| have a real sense just thinking of this how very far we have to go. | look
online at various sorts of effigies that are made with frubber and are talking.
| notice that always at the back of their necks is a thick cable because we

havendt even solved the most f ugedagnent al gues
such a being. | 6ve decided to | eap across, as
and |I dondt know whether it was against one o

conference, but | just want to read the opening couple of pages to place this
in the con text of a crisis for humanism, not one for science and technology
and the problems of computation.

I'm going to start with a simple quotation from Rudyard Kipling, who wrote a
long poem about robots. He said, "But remember, please, the Law by which
we live . We are not built to comprehend a lie." My aim was to explore what
it would be like to live in a love triangle with an artificial human. So just
forgive me if | give you the opening of this.

So, it was really just yearning granted hope. It was the Holy Gr ail of science.
It was the best and worst of ambitions, a creation myth made real, a

monstrous act of self  -love. As soon as it was feasible, we had no choice but

to pursue it and hang the consequences.



In loftiest terms, we aim to escape our mortality, con front or even replace
the godhead with a perfect self. More practically we intended to devise an

improved, more modern version of ourselves and exult in the joy of

invention, the thrill of mastery. In the autumn of the 20 th century it came
about at last, t  he first step towards the fulfillment of an ancient dream, the
beginning of the long lesson we would teach ourselves that however

complicated we were, however faulty and difficult to describe in even our

simplest actions and modes of being, we could be imi tated and bettered, and
| was there, an early adopter in that chilly dawn.

But artificial humans were a cliché long before they arrived, so when they
did, they seemed to some a disappointment. The imagination, fleeter than
history, than technological advan ce, had already rehearsed this future in
books, then films and TV dramas, as if human actors walking with a certain
glazed look, phony head movements, and some stiffness in the lower back
could prepare us for life with our cousins from the future.

But | wa s among the optimists blessed by unexpected funds following my

mot her 6s death and the sale of the family hom
valuable development site. The first truly viable manufactured human with

plausible intelligence and looks, believabl e motion and shifts of expression

went on sale the week before the Falklands Task Force set off on its

hopeless mission. Adam cost £86,000. | brought him home in a hired van to

my unpleasant flat in North Clapham. | made a reckless decision, but | was

enco uraged by reports that Sir Alan Turing, war hero and presiding genius of

the digital age, had taken delivery of the same model. He probably wanted

to have his lab take it apart to examine its workings fully.

Twelve of the first editions were called Adam an d thirteen were called Eve.
Corny, everyone agreed, but commercial. Notions of biological race being
scientifically discredited, the twenty -five were designed to cover a range of
ethnicities. There were rumors, then complaints, that the Arab could not be

told apart from the Jew. Random programming as well as life experience

were granted to all complete with latitude in sexual preference. By the end

of the first week all the Eves sold out. At a careless glance, | might have

taken my Adam for a Turk or a Gree K....



Adam was not a sex toy. However, he was capable of sex and possessed
functional mucus membranes in the maintenance of which he consumed half

a liter of water each day. While he sat at the table, | observed that he was
uncircumcised, averagely endo  wed with copious dark pubic hair. This highly
advanced model of artificial human was likely to reflect the appetites of its

young creators of code. The Adams and Eves, it was thought, would be

lively. He was advertised as a companion, an intellectual sparr ing partner,
friend and factotum who could wash dishes, make beds, and think. In every
moment of his existence, everything he heard and saw he recorded and

could retrieve.

He coul dndét drive as yet and was not all owed
the rain  without an umbrella or operate a chainsaw unsupervised. As for

range, thanks to breakthroughs in electrical storage, he could run 17

kilometers in two hours, or its energy equivalent, converse nonstop for

twelve days.

He had a working life of twenty years, compactly built, square shoulders,

dark skin, thick black hair, narrow in the face with a hint of a hook nose

suggestive of fierce intelligence, dreamily hooded eyes, tight lips that even

as we watched were draining o f their deathly yellowish  -white tint and
acquiring rich human color, perhaps even relaxing a little at the corners. My
neighbor, Miranda, said he resembled a docker from the Bosphorus. Before

us sat the ultimate plaything, the dream of ages, the triumph of humanism,
or its angel of death.

What | wanted to pursue was the idea of a creature who was morally

superior to ourselves. My ambition was to create a set of circumstances in

which Adam would make decisions that we would see as severe and

antihuman, buti n many senses were both | ogical and e
precisely within a love triangle that novelists throughout time have pursued

the field of play, as it were, in which morel certainties and doubts can run

against each ot her. So, |l 6d |l eave it there.

The situation itself in which | imagine an artificial creature would give us

great trouble would be one in which someone we love takes an act of
revenge, and that revenge is righteous. It seems inevitable and has a

distinct and decent moral cause. The exten t to which that person should



then be punished when you oppose the notion of revenge with the rule of

law is one in which my Adam takes a very firm view. He takes the view that

the rule of law must always be followed, and that any act of revenge is the

begi nni ng of soci al breakdown. |l 6m not going t ¢
circumstances of that, but it would seem to me that we will not be able to

resist granting to the creatures that we make the best angle of our nature.

Of course, the military will want to make machines that will be incredibly
destructive and so on, but we will face a problem in that our own moral

codes also operate, to come back to my starting point, in an open system. It

is virtually impossible as the Bible and the Koran show us in all of worl d
literature that even as we know broadly what we should be doing in every

given situation, all kinds of cognitive defects, special pleading, self -
persuasion, all the other things that Danny Kahneman has codified for us so

beautifully, all those cognitive defects constantly disrupt our own moral

systems.

The fact of our own lack of self - knowledge will have to disrupt and make it

very difficult to encode a being that is good in the sense that we would find

good, that might make ruthless logical decisions tha t we would find inhuman

even though we in a sense might agree with th
of how you would regard the field of play of moral actions in an open

system, how they could be encoded. | donét th

will run int 0 enormous but fascinating problems.

* *k k% %

BROCKMAN: The first page of the Macy Conference book is a quote from

Gregory Bateson saying that cybernetics is the most radical idea since the

idea of Jesus Christ. That's what he was getting at. Recently, Geor ge Dyson

has been talking about the lack of human agency in our culture. What people

to emulate? Who are the heroes? Who do you admire? And Kahneman talks

about how the encoding isn6ét working. Our ide
human seems to be impacted by these ideas and is changing.

MCEWAN: We know what we are. We know wedre def i
know what we should be. In other words, we go to church 0l &m sure no one
around this table ever does 8 on Sunday and there are always people telling



you how to beh ave, what to do, how to be good. Children are constantly

being told how to be good. All of those extraordinary little defects we have in

cognition coupled with the fact that we donodt
rather we often move from the proximity of th e most recent case 9 not

knowing ourselves very well, how are we going to morally encode a creature

that will live alongside us? That would be my question.

JONES: To come back to the theme of adaptation that Rod raised, how is
your Adam socialized? How does he learn? How does he acquire norms and

conventions? Theyo6re very | ocal. There is the
harm. In some situations, this is passive. As long as you take no action in

such a sphere, you will do no harm. But then the notion of justice that you

call to or law is at various levels a socializing and normativizing social

construction outside the individual. Thatos a
capital puni shment on your own, youdre a crim
group, i $othew dbea your robot negotiate with this adaptive learning

curve? How much is hardwired? How much must be adapted to in an

evolving situation of a love triangle? This is a complicated learning system

on the ground, with pheromones and mucosa. How does th at learning
system work?

MCEWAN: All those same questions we could ask of ourselves of course. We
come with a certain amount of written -in code.

JONES:Very little if youbre a culturalist, but

MCEWAN: One of the great challenges for Adam is to meet a four  -year -old

child who wanders into this novel and gets ad
|l earning systems are, theyobére nowyearroll near as
childés. Who was it who said recentlyiitmbsa bo
like to take LSD, have breakfast with a four -year -old?

GOPNIK: That 6s me.

GERSHENFELD: At one point it was very exciting to race horses and steam
trains, and then the steam trains won and it ceased to be interesting. At one
point it was exciting to ha ve computers play chess, and then the computers
won and it ceased to be interesting. Historically, many of these things end

10



up not being earth  -shaking revolutions, they just cease to be interesting. So,
t hereds another scenari o whsecrieo utshnee sasr riisv ablo roifn
a nonevent.

MCEWAN: There is a point, and you put your finger right on it. At one point,

my narrator questions whether he would get bored with this, and wonders

whet her he has wasted his money. He ehas a rea
because heds I|living in a crappy I|little flat.
bought a really nice place across the river. No one wants to live in North

Clapham 6 any Londoner will tell you.

He reflects on the fact that the cognition -enhancing helmets of th e 1960s

are now junk. Theydéve gone the way of the mou
and the electric carving knife. The things that people queue for, as they did

for iPhone 10, are just things at the bottom of your drawer four years later,

and t hey0r eintarestingilman tee socks on your feet.

There is this relentless built  -in desire. Its endpoint surely would be a fully

conscious, fully embodied human, and even as Adam tells the narrator, "I do

feel | am conscience," all the time the narrator is thinkin g, "But | bought

you. | own you." At what point in the future will it become immoral or illegal

to own a computer thatoés embodied and consci e
be distinctly impolite to even ask, "Are you real?" It would seem that if we

follow thi s all the way through, we might wonder whether our prime minister

is real or not, or whether weobve only ever ha
the last thirty years. We might not know.

GALISON: When science fiction films come out, we
realistic. Thatés how the future iIis going to
you see the green numbers flitting by on the CRT and you say, "That looks

|l i ke 1981." Whatodés the interest there?

MCEWAN: You can date movies by that.

GALISON: It could be thatw  hen we say "achieve consciousness," that too is
fleeting. What seems like conscious awareness to us in 2020 may not seem

very conscious at all in 2030. It could be that consciousness realism is

something that is relative to our expectations.

11



MCEWAN: Butthen we woul d get bored with each ot he
the point where we cannot tell the difference.

GALISON: Suppose we made a robot and we said, "T
tell that itds not real . "

JONES: The defecating duck looked real.

WOLFRAM: Audi o has gotten to the point where you can listen to stuff and
it sounds real. Video is going to get there fairly soon. You're saying that
there will be a point at which apparent consciousness gets there, too.

GOPNIK: It is worth pointing out that with audio, for example, when people
first heard Edison recordings, they said, "This is amazing. This is just exactly
like the experience of having the real experience."

GALISON: "Is it real or is it Memorex?"

GOPNIK:1 t 6s only when the next ydusadh'®mghoogy came
Wait a minute. This is not actually like the real experience."

MCEWAN: There was a curtain at HMV in 1905 and people coming in the
shop were asked to tell whether there was a singer behind the curtain or a
rotating wax tube, and in their excitement, people were blocking out the
white noise.

GOPNIK: | wanted to give a quote from that profound philosophical thinker

Stormy Daniels. She has a wonderful quote where someone asked whether

her breasts were real or not, and she said, "Well, honey, theydre definite
not i1 maginary." Thatodos a fairly profound obse
things that wedre thinking about are the resu
human capacity, which is this capacity to have things that are initially

imaginary, th e things that are initially just representations, then actually

realize them in the world.

Every loop of that has the effect of making us think that these new things
are artificial or unreal or unnatural, and then all it takes is one generation of
children extracting information from the world about these things that the

12



previous generation has put in the world for them to become completely

natural.

The day before wedre born is always Eden, and
children are born is always Mad Max. So, if we looked around the room now,

we wouldnét say, "My god, these people are |
artificial setting. Everything around us is just the creation of a human mind.

Not hing about wus is natwural." | wondethat i f whe
tothe four -year-ol d, thatoés just not even going to be

MCEWAN: Adam makes the case to the narrator: Just go upstream of the

living cell, what binds us is matter, and maybe the nature of matter has got

something to do with the nature of min d. Thereds no way around
Adam will make a panphysical case for his own consciousness resting on

matter in exactly the same way as the narrator rests on matter, too.

BROOKS: | want to turn it around a bit because this, as a novel or as a
Hollywood movie, you can push out way into the future. In my lab in the
1990s Cynthia Breazeal and | were building humanoids and having them
interact, and we were shocked by how easy it was to get people, including
Sherry Turkle, to have social interactions with th ese machines, very
primitive sets of processing, very primitive interaction rules. People were
getting incredibly engaged.

Then, with my other hat on, |l started putting
million of them to date. It completely surprised us to s ee how people bonded

with their Roomba vacuum cleaner. There are a whole bunch of companies

that sprung up, third - party companies that make clothes for Roombas, even

buy them outfits. People take them on vacation with them. People bond with

these incredibl y simple machines. The real surprise came when we put 6,500

robots into Afghanistan and Iraq for bomb techs. Instead of the bomb tech

putting on a big thick suit and going out and poking the bomb, they sent the

robot out, and the bomb techs totally bonded with their robots. When a

robot got bl own wup, it was a sad event. They
wanted the old one fixed. All sorts of weird things went on that we just

totally didndét expect.
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MCEWAN: We 6r e primed for this. We hawtouwmoti onal

fridge. Anyone whobés kicked a machine because
it, which is a very good way to get a machine working, or got furious with
their car, weobre already in the realm. Weore

The other speculation | have is th at most of us & there might be one or two

people in this room who are exceptions o live among creatures who are

cleverer than themselves. You will find some people cleverer than yourself,

so webve already crossed this | ine wiath machi
with notion of a canyon effect? As long as your robot looks hard -cased with

an exoskeleton and is shiny and has got no hair, you can live with it. If it

begins to resemble more and more a human, it gets more difficult. Leaping

over that canyon is going to be an interesting moment.

WOLFRAM: One of the silly eccentricities that | developed for myself many
years ago is when you have a machine that does something for you, say
"thank you" to the machine. | thought it would be fun to start a belief among
people that these machines are recording everything you say, and one day
the Als will be in charge. You better start being polite to the Al now or it will
come back to bite you.

GERSHENFELD: Do you practice this? Do you do that?

WOLFRAM: Of course | do.

G. DYSON: When Alan Turing was asked when he would say that a machine

was conscious, which so many people have written books about, his answer

was very simple. It wasnodét any Turing test ki
machine is conscious when he would be puni shed for saying otherwise. That

was his only statement.

BROCKMAN: What would it take from this group commenting on your talk
to get you to change the end of the novel?

MCEWAN: We | | I havendot told you the end of the

JONES: Pl ease dondt.. Pl ease donot
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MCEWAN:1 6 m not going to tell you the entire eni
Kingbs Cross and have a conversation with Al a
materialist curse for the way the narrator has behaved towards Adam, and

with that curse of Turing ringing in his ears he goes home to try and take

care of a very disturbed four -year-ol d. Thatédés how it ends.

CHALMERS: How does Adam conceive of hmoadgd?e!| f ? What
Does he conceive of himself as a conscious being with a self and with value?

It sounded for a  while like everything he did was operating off a utilitarian

calculus.

MCEWAN': Well, thanks to Turing solving positively P versus NP, his learning
processes are incredibly sophisticated. With one bound, I'm free on that one.

He is aware that he is a manufa ctured thing. He is very plea
been given, as was discussed as a possibility, an imaginary childhood. He
al so knows that heybesargolti fae stpwaenn,t yout i n fact t

lifespan of his physical body.

The entirety of his identit ~ y and all his memories will emerge somewhere else

within some other machine, and he feels great sorrow about this in relation

to humans. He falls in | ove with the narrator
persuaded to stop making love to her, he just writes haikus to her. He

believes that haikus are the literary form of the future because sooner or

later humans will start to embody machinery into their own brains to keep

up with robots.

Everyone will have instant access to the cloud or whatever its equivalent is,

and this will be the end of the literary novel. The novel requires as its

premise that we do not fully understand each other. The moment we fully

understand each other and have no secrets is the end of literature, certainly

the end of the novel. But the clea r seventeen -syllable statement of how

things are, i s for Adam the only I|iterary for
he writes. He addresses in his final haiku to his loved one, Miranda, a haiku

expressing regrets that he will rejuvenate endlessly.

Fromthe narratordés point of view, the moment th
the certainty that Adam has consciousness is when Adam confesses with
great embarrassment that he approached his girlfriend and asked if he may

15



masturbate in front of her. Why simply imita te that action when there was
so much loss of face involved?

In other words, was it a subjective experience he had to have? At this point,

he finally accepts Adam as a fully conscious
always keep. In other words, if you had a machine who told you something

and that was embarrassing about the machine, and you decided to keep that

secret, in effect youdre accepting the full c

JONES: Does Adam know heds a sl ave? Does he rese

MCEWAN: Hestartsout doi ng the dishes, but that doesn:¢

WOLFRAM: He 6s still an owned thing.

MCEWAN: He starts out an owned thing, and that

WOLFRAM: Where does he get £86,000?

MCEWAN: Well, he owes that back. He starts playing the market a great
deal, but 1 6m not going to tell you the plot.

CHALMERS: Where does his moral and decision theoretic code come from?
At one point you were saying he was making all these ruthless moral

decisions. Was that utilitarian calculus?

MCEWAN: Well, where do ours come fro m? A certain amount of hardwiring
and a great deal of learning.

CHALMERS: Ifit's learning based on us, why does he end up being a
ruthless utilitarian?

MCEWAN: We | | , because heds a |little better t han

CHALMERS: Better by whose lights lines?
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MCEWAN': There comes a point where the narrator takes him to meet his
prospective father -in-law who is a rather irritable, highly educated literary

figure, a failed novelist, and they have a four -cornered conversation about

Shakespeare. In the middle of the conversat ion, the old man, whoos
something of a curmudgeon, thinks that the narrator is the robot because

the robot has such interesting ideas on Shake

use of the notion of Hamlet playing the ghost in the first production

of Hamlet andwhat 6 s entailed in that that when they

narrator suddenly realizes that he has been mistaken and decides therefore

to play it on. He | eaves the room saying, " We

recharge."

GALISON: It sounds very funny, the nove l . Youdbre constantly ann

the novelist and the novel. Does Adam have a sense of humor or not?

MCEWAN: He does, yes. He has a sense of humor. He has everything a
human would want.

BROCKMAN: So, we annihilated computer science as a discipline and now
the novel .
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RODNEY A. BROOKS
The Cul-de-Sac of the Computational Metaphor

Have we gotten into a cul  -de-sac in trying to understand animals

as machines from the combination of digital thinking and the crack cocaine
of computation uber alles that Moore's law has provided us? What revised
models of brains might we be looking at to provide new ways of thinking and
studying the brain and human behavior? Did the Macy Conferences get it
right? Is it time for a reboot?

RODNEY BROOKS is Panasonic Professor of Robotics, emeritus, MIT; former
director of the MIT Artificial Intelligence L aboratory and the MIT Computer
Science & Artificial Intelligence Laboratory (CSAIL); founder, chairman, and
CTO of Rethink Robotics; and author of Flesh and Machines

* k% % %

RODNEY BROOKS: I 6 m going to go over a wide range ¢
everyone will lik ely find something to disagree with. | want to start out by

saying that I dm a materialist reductionist. A
little worried that | 6m going off I|ike Chal me
a materialist reductionist.

| 6m weod rtihat the crack cocaine of Mooreodos | aw,
and more computation, has |l ulled us into thin
When you | ook at Claus Piasods introduction to
writes, "The common precondition of th e three foundational concepts of

cybernetics & switching (Boolean) algebra, information theory and feedback o}

is digitality.” They go straight into digitality in this conference. He says, "We

considered Turingd6s universal machiyng as a ''m
Pitts' and McCullochés calculus for activity
looked at the Pitts and McCulloch papers knows it's a very primitive view of

what i s happening in neurons. But they adopte

How did Turing come up  with Turing computation? In his 1936 paper, he
talks about a human computer. Interestingly, he uses the male pronoun,
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whereas most of them were women. A human computer had a piece of
paper, wrote things down, and followed rules 0 that was his model of
compu tation, which we have come to accept.

Wedbre talking about cybernetics, but in
for the 1956 Al Workshop at Dartmouth, the very first sentence is, "We
propose a study of artificial intelligence.” He never defines artificial

intelligence beyond that first sentence.

used. But the second sentence is, "The study is to proceed on the basis of

the conjecture that every aspect of learning or any other feature of

intelligence can in pr  inciple be so precisely described that a machine can be
made to simulate it." As a materialist reductionist, | agree with that.

The second paragraph is, "If a machine can do a job, then an automatic

Al , i

That

calculator can be programmed to simulate the machine." Th atds a jump

from any sort of machine to an automatic cal
thatdos what we all think. Neur oscience

| question whether thatodés the right set
is not enough for e  verything. Classical computation cannot handle quantum
information processing. Is that right, Seth?

SETH LLOYD: Apparently it canét. I agree.
FRANK WILCZEK: Sure it can; it's just slower.

NEIL GERSHENFELD: 1t 6s expensi ve.

BROOKS: I t 6s a very ditiinb.er ent sort

cul
uses

C
of me

LLOYD: Apparently it cano6t do it efficiently.

BROOKS: My point is that | don't think that classical computation is the
right mechanism to think about quantum mechanics. There are other
metaphors.

STEPHEN WOLFRAM: The formalism of quantum mechani cs, like the

formalism of current classical mechanics, is about real numbers and is not
similar to the way computation works.
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BROOKS: Who is familiar with Lakoff &atabhodsohnsond

We Live By ? They talk about how we think in metaphors, wh ich are based in

the physical world in which we operate. Thatb
Turingdéds computation, we use metaphors of pl a
state at place, and thatodos the way we think a

astheselit t |l e places where we put stuff and we mov
vision of computation.

|l went back t o Mar v iCompiatiam:g-iite ansl Infiniteo k |,

Machines . ltés just a beauti ful book. It was wher
mathematical powers. In th e introduction, he defines what computation is as

something that a machine with a finite number
not all that physics is. Physics is something more complex than that. So, if

wedre pushing things into t laewenmissifgthinggat i on me
The Mathematica website says, "The Church - Turing thesis says that any

real -world computation can be translated into an equivalent computation

involving a Turing machine.” What does "real -world computation” translate

into? The real -world phenomenon d what is that translation? Using these

met aphors we think by, not only is it place,

Infinite precision is not there. It fails in quantum mechanics, et cetera.

|l 6m going to give you some examgnbtagoodf wher e
metaphor at all for thinking about things. I'll start with polyclad flatworms. If

youdbve ever been diving on a cor al reef, youbo
Theyore tiny, frilly creatures around the edg
T h ey 0 ot 2000 neurons, so they're very simple. They can learn a little

bit, but not much. I n the | ate 650s early 660
experiments on them. They did brain transplants between these polyclad

flatworms to see if knowledge from one would transf er to another when they

did the brain transplant. But | suspect a grad student made a mistake one

day because suddenly thereds a whole I|Iiteratu

put the brain in the wrong way.

These flatworms are pretty eyespanandthigldle Theyobve
frilly stuff that they use to walk with is also used to push the food into their
feeding hole. Not much else. Their brain has 2,000 neurons at one end of
their body, and there are four parallel ganglia going down the body. So, if
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you cut out the brain, you cut across these four ganglia, and you plop it into

the other ani mal. By the way, when the creatu
continues to |ive. ltés really bad at feeding
walking, but it contin  ues to live without a brain if it's in a nutrient -rich

environment. When you plop the brain into the other one, if you put it in at a
90 - degree angle, nothing good ever happens because the connectors are in
the wrong place. But if you put it in backwards, well, the creatures walk
backwards for a while and then they get better at walking and adapt.

As it turns out, there are three ways you can put the brain in. You can put it

in backwards, you can put it in backwards and flipped, or you can put it in

just fl ipped. If you study across the different versions of that, you see

different behaviors come back at different speeds, though, some behaviors

never come back. It's very different thinking about that as a computational

t hing. |t seems thatttbi agdeWeeé¢owmpwmedtal goi ng f |
genome to the creature, a lot of it is building and developing, which is

harder to think about computationally. Thatos
Maybe computation isné6t the right principle m
explaining this. ltds some sort of adaptation
locally adaptive, rather, our computation is only globally adaptive. But this is

an adaptation at every local level.

Hereds another example: Where did naekia ons com
very primitive creatures, there was electrical transmission across surfaces of

cells, and then some things managed to transmit internally in the axons. If

you look at jellyfish, sometimes they have totally separate neural networks

of different neuro  ns and completely separate networks for different

behaviors.

For instance, one of the things that neurons work out well for jellyfish is how

to synchronize their swimming. They have a central clock generator, the

signal gets distributed on the neurons, but there are different transmission

times from the central clock to the different parts of the creature. So, how

do they handle that? Well, different species handle it in different ways. Some

use amazingly fast propagation. Others, because the spikes attenua te as

they go a certain distance, there is a latency, which is inversely proportional

to the signal strength. So, the weaker the signal strength, the quicker you

operate, and thatodés how the whole thing synch
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Is information processing the right meta phor there? Or are control theory

and resonance and synchronization the right metaphor? We need different

metaphors at different times, rather than just computation. Physical intuition

that we probably have as we think about computation has served physicis ts
well, until you get to the quantum world. When you get to the quantum

world, that physical intuition about stuff and place gets in the way.

There are a few books out right now trying to explain quantum mechanics.

Theredbs one by this gmy, KBed$s dotna habkwlae bool
double slit experiment. | don't know if anyone knows Steve Jurvetson. He's a

venture capitalist who has funded lots of interesting companies, including

guantum computation companies. He read the book and it convinced him

th at the only possible interpretation of quantum mechanics was the multi -

universe interpretation, because that particle has to go through one of those

two slits, so it must go through both slits, which means there must be two

universes at every instance. Tha t level of explanation is getting so stuck in

the metaphor that it drives how you think abo
the particle as a thing instead of thinking of it as abstract algebra. What

does a particle Il ook | ike iwhatweldoini f 1 tdés a th
computation and in physics and in neuroscience is getting stuck in these

metaphors.

By the way, the metaphors arendt even real fo

many instructions do you think are running in parallel in a single x86
architecture, s ingle core?

W. DANIEL HILLIS: A modern one? A dozen.

BROOKS: One hundred and eighty instructions are in flight at once. A

metaphor of computations 9 this is where the number is, this is where the

control is @ is a fiction that is built out of some much more co mplex

metaphor. We use the computational metaphor in a false way. Where the

information is and how itdés used is smeared o
complex way, which is why the Spectre bug has popped up d it'ssuch a

complex machine to simulate that metap hor for us that it breaks down.

| suspect that we are using this metaphor and getting things wrong as we
think about neuroscience, as we think about how things operate in the
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world. Itds possible that there are other met

maybe concentrating on, because with our current computational thinking
we tend to end up doing our experiments and our simulations in unrealistic

regi mes where itdéds convenient for computation

simulation, we ramp up probability of events so t hat we get something to
happen, and in the real world there are so many more instances of stuff
happening out there, the probabilities can be much lower for the interesting

stuff to happen. Maybe wedre operating in the

about thing s, focusing on local optimization in our computational
experiments instead of global diversity. We have fairly simple dynamics in

our computational spaces because thatods what

computation.

We failed to see commonalities across many diff erent things. | heard you
talking about genetic algorithms and the way that they couple together and
ratchet up in reality as distinct from our simulations. There may be all sorts

ofmeta -behaviors that wedre not seeing that c¢come

interesti ng way.

Over ti me, i n physical reality, Turing c¢ame
radical, particularly. Any good late 19 th- century mathematician could be

taught the basis of computation fairly quickly and they wouldn't say it's

crazy. Whereas, if you  take a 19 t-century physicist and try to teach them

either relativity or quantum theory, theyore

this is weird stuff." Computation wasnot wei
pretty logical.

Il n a sense, cal c dstulf.dt washadtdcomewe with, but it

u

r

wasnot weird stuff. Maybe there are other way

pulled together yet that will let us think about neuroscience and behavior in
different ways, give us a different set of tools than we ¢ urrently have.

| pointed out in the note to John [Brockman] about a recent paper titled
"Could a Neuroscientist Understand a Microprocessor?" | talked about this
many years ago. | speculated that if you applied the ways neuroscientists
work on brains, with probes, and look at correlations between signals and
applied that to a microprocessor without a model of the microprocessor and
how it works, it would be very hard to figure out how it works.
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Thereds a gr ePadS Igstaygaewherd threy took a 6502

microprocessor that was running Donkey Kong and a few other games and

did lesion studies on it, they put probes in. They found the Donkey Kong

transistors, which if you lesioned out 98 of the 4,000 transistors, Donkey

Kong failed, whereas different ga mes didndot fail with those seé
So, that was localizing Donkey Kong -ness in the 6502.

They ran many experiments, similar to those run in neuroscience. Without

an underlying model of what was going on internally, it came up with pretty

much gar bage stuff that no computer scientist thinks relevant to anything.

|l t6s breaking abstraction. Thatdés why 1 6dm won
new abstractions, not necessarily as different as quantum mechanics or

relativity is from normal physics, but are there different ways of thinking

that are not extremely mind - breaking that will enable us to do new things in

the way that computation and calculus enables us to do new things?

When | look back at the early days of the Macy Conferences, when | look

back a t the early days of computation, of Al, there was a jump to classical

computation based on this very simple version
clear to me that that is serving us well. For a long time, we got stuck

because Moorebs | aw wekly, rnoane poelcdffordqyto shif

into different ways of thinking.

Danny, | don't know whether you agree with me or not, but | think your

AConnection Machineodo suffered from that. Moor
quickly that when you came up with a new wa y of thinking about

computation, you were swamped by Moorebs | aw.
idea, it didndédt matter because you didndét hav
people working on Mooreds |l aw in classical co
compete.

Today is the golden age of computers 8 you should go back to it because
everyone is now looking for something new, even in classical computation,

because Mooreds | aw has stopped driving that
we got stuck inthiscul -de-sacforsolongwasb ecause Moorebs | aw ju
feeding us, and we kept thinking, "Oh, weore
progress, we're making progress." But maybe w
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JOHN BROCKMAN: Have we just listened to the first talk of a
pronouncement of the de  ath of computer science by the former chairman of
both MITé6s Computer Science Department and Al

BROOKS: No, | don't think itbdés a watershed. | s a
in Nature, whi ch di dndét make a ripple.

WOLFRAM: When you talk  about computation, there are two ideas that

became prevalent. One is the digital idea and the other is the idea of

universality. The thing that wasndét <cl ear at
uni versal was the change. That wasnoét <clear p

cl ear.

o
(7))
(7))
—

BROOKS: I 6 m not sure it

WOLFRAM: Physicists dondét necessarily believe tFh
depends on what the ultimate model of physics is. If the ultimate model of

physics is something that can be run on a Turing machine, then it is

universal in our universe. If it isn't, then it isn't.

WILCZEK: We have a pretty good model for the physical world for practical
purposes. The ultimate model might be quite different. For practical
purposes, anything you want to do in computation, we have the equation.

BROOKS: Are you willing to give up calculus for computation?

WILCZEK: No . You donot have to.

BROOKS: Part of that is because the complexity of computation is very
different from other physical processes.

WOLFRAM: One of the issues is, before di screte computation ther
notion of universality. There is no similar notion that seems to be robust for

continuous computation, for continuous processes. That is, the Turing

machine turned out to be lambda calculus, combinators, all these other

things, it turned out to be equivalent. You try and do the same thing with

systems with continuous variables, there is no robust notion of universality.
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LLOYD: Wel | , thereds a good one from Shannon, wh
the same time as the early Macy Conferences. One of those less well known

but still great papers is about universal analog computers, which is basically

proof that analog computers made by Vannevar Bush back in the 1920s o)

with op amps, and tunable inductors, and resistors, and capacitors o could

simulate any linear or nonlinear, ordinary or differential equations. So, there

is some notion of universality for analog computation.

BROOKS: By t he way, I didnét realize until Il was
that Shannon was at the Al conference in Dartmouth in '56.
GERSHENFELD: Ro d , Il want to push further. Youdve

so many years. | think we all agree on everything you presented, but you
didndot talk about the step after.

BROOKS: No , I didnét give any answer .

GERSHENFELD: So,now t hat youbve given the talk, ma Kk
Youdbve thought about this so |l ong.

BROOKS: This is a mixture of continuous stuf f. I
stuff happening simultaneously with local dynamics. When you look at a
particular process, and th  is happens in genetic algorithms as well as in the

artificial life field & you talk about a bunch of these in "Cellular Automata” o}

you see a ratcheting process in which things ratchet up to order from

disorder. It's something that looks like mush, but out of it, because of some

| ocal rules, comes order. 1tds | imited order,

pieces together, which locally result in little pieces of order, you sometimes

get much more order from the coupling of them. What calculus of that could

youdevel op? 1 6m thinking there may be somet hin
for explaining how local, tiny pieces of order cross -coupling across different

places couple together to get more order.

GERSHENFELD: Is your picture H -theorem, like maximizing entropy? | n

stat mac, thereds a messy, interesting, compl
interactions end up maximizing entropy.
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WOLFRAM: When you have something that's flapping around all over the

place and you want to organize it into a limited set of possibilities, th at
means thereds i rr evdthesnuniberbfifitalystatgsasimorg 0 n
than the number of initial states. | don't think that phenomenon, as such, is

that profoundly phenomenal.

BROCKMAN: Danny, l 6m interested in your response
saying a bout the advent of massive parallelism.

HILLIS: Well, | don't think that was terribly profound. That was an

engineering thing that was inevitable in the world. That was a shift in the

way that we build things. | don't think it was the profound shift in thinking
that Rod was talking about.

BROOKS: | was just saying it got buried. Even if it was a good idea, it got
buried by that other one.

BROCKMAN: So, put yourself back at MIT. Do you have a Computer Science
Department now? What do you have? How does thi s change?

BROOKS: We | | , it hasndt changed.

BROCKMAN: It speaks to what was going on with the Macy Conferences,
where things were coming together, and they were trying to figure out
metaprograms.

BROOKS: It should have more influence on neuroscience in the sense that

neuroscientists have got so stuck on information theory as their

metaphor t hat t heydre probably not seeing stuff t
about my colleagues in brain and cognitive science.

TOM GRIFFITHS: One question | was going to ask is t he extent to which

you think there are fundamental human cognitive limitations that are playing

into that. Youbve made this distinction betwe
stuff. The example that you gave of Steve Jurvetson reaching that

conclusion makes al ot of sense based on what we know about human

intuitions about causality, which are that people expect causal relationships
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to be deterministic. I f you go in with that p
interpretation you have to end up with.

Ther eds an iguestierrabostiwhantlge consequences are of human
intuition, trying to grapple with systems that defy human intuition, and what
the tools are that you can use for being able to get past that. For something

like quantum mechanics, the tools are math. The ma thematical system tells

you how to do it, you dono6ét trust your intuit
you what the answer i s. Il &m not sure that the
stuff.

BROOKS:Yes. Al I of us here would be herribly su

beach and we saw a robot dolphin come out of the water that had been built

by dol phins. We just dondét expect dol phins to
do what webre trying to do in artificial i nte
it, nor the dexteri ty.

LLOYD: We expect them to have better sense than to do such a thing.

BROOKS: Yes. On the other hand, neuroscientists or artificial intelligence

people think that wedre going to be smart eno
limitations we have in the way we think about things in order to figure this

stuff out. The pessimistic view is that maybe

GRIFFITHS: In some ways, you can view deep learning as an example of a

way that human intuition failed. At the moment, a lot of the advances that

people are ma king in solving problems are the consequences of using these

end -to - end systems, where instead of having a human engineer design the

features and the first stage of processing and then pass it off to a machine -

learning algorithm, you just build a system th at goes straight from raw input

to whatever you want as output, and then the system, given enough data,

can do a better job of figuring out the right way of representing things to

solve the problem. Yes, in some ways tehatods a
as humans to intuit the right way of approaching certain kinds of problems.

WOLFRAM: When you talk about computer science, the question
becomes, is there a science to computer science? You have this neuron,
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which is doing its thing and you can see that it works, can you talk about it
in a way that sciences |ike to talk about thi

CAROLINE JONES: Wel | , maybe itbés a kind of al chemy

GEROGE DYSON: The Macy Conferences, just to remind everybody, started
with Julian Bigelow in 1943. They [Bigelow, Rosenblueth, and Wiener] wrote
this paper, "Behavior, Purpose and Teleology," and that was the paper that
convened the first meeting. It was exactly the same question that John

opened up with here.

BROCKMAN: We 6 r aeck.s t

ALISON GOPNIK:I want to push against the idea tha
some sense, the very idea of computation itself is an example of a bunch of

human beings with human brains overriding earlier sets of intuitions in ways

that turned out to be very pro ductive. The intuition that centuries of

philosophers and psychologists had was that if you wanted something that

was rational or intelligent, it was going to have to have subjective conscious

phenomenology the way that people did. That was the whole theor y of ideas,

historically.

Then the great discovery was, wait a minute, this thing that is very

subjective and phenomenological that the women computers are doing at

Bl etchley Park, we could turn that into a phy
unintuitive, rig  ht? That completely goes against all the intuitive dualism that

we have a | ot of evidence for. But the remark
just seize up at that point. They didndét even
might with quantum mechanics, where the y say, okay, this is out there in

the world, but we just dondét have any way of

developed new conceptual intuitions and understandings that dealt with it.

The question is whether there is something like that out there now that

coud potentially give us a better metaphor. I t 6
reason why the computational metaphor was successful was because it was

successful. It was incredibly predictive, and for anyone who is trying to do

psychol ogy, i f yoaurbarcet etrriyzien gwhtaot 6csh goi ng on i
this four -year -old, it turns out that thinking about it in computational terms
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is the most effective way of making good pred
c ase t ha have tothibkdabout it computationally 0 you could think

about it as a dynamic system, or you could think about it as an analog

systemdi t 6s just that i f you wanted to predict &
afour -year-ol d did by thinking of them as an anal o
in a way that you  wouldn't fail thinking about it computationally.

JONES: 1 6d |l ove to hear your thoughts on Rodd&s s
the metaphor of adaptation. This is how | take your contribution, that

adaptation is a different met aphhearyplhan compu
examine how that is different from the computational model.

GOPNIK: Do you think itbés a different? Thatds a

BROOKS: First, | want to respond that | agree completely with what you

said. In reading some recent philosophy bo oks, theydre arguing du:
positions. They say, "Well, the way youdre ar
humanity says that computation canét work, ei

very powerful in that sense, besides being a model.

What |1 6m tryingttpeshgpssitdhs only a model of
and there are other models for us to look for. Caroline, on this adaption, |

don't have a good way of talking about i1t yet
Il t6s an i mportant diff er encrcompltdienalway we engi

systems is with no adaptation, and the way all biological systems work is
through adaptation at every level all the time.

PETER GALISON: One part of your talk is saying there is this range of

metaphorical domains & dynamic systems, control sy stems, biological

adaptation, resonance models 0 different kinds of pictures, and of that

panopoly, wedve chosen the computational al mo

Your warning signal, as | wunderstand, is that
ourselves in certain ways , and there may be other ways we might be able to
make things work.

Then there seems be a second question, which is, what do we mean by
work? What is the goal? Given the goal, what of these metaphorical domains
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are best mobilized to achieve that goal, and are there other goals that we
might have?

For instance, if the goal is prediction, then we may look at the system and

say, okay, computation does pretty well at a certain kind of prediction,

whet her itb-énsl orsamdthing else, but we might have othe r goals o

unification, or explanation, or understanding, or generalizability. | take it

that thatodés something which might tie to some
to when he questioned what we mean by a science. If we take science to be

carved out by the pr  edictive, then that may already predetermine how we

value the different metaphorical precincts.

BROOKS: | want to add one little thing that is stimulated by what you just

said referring to Stephen, and | want to hear what Dave Chalmers has to

say. As computationalists, we live by building very concrete abstraction

barriers, where the abstraction barrier is very tightly defined. This is

di fferent from what we see in biological syst
adaptive than the strictness that we see.

DAVID CHALMERS: Comput ation is a broad church. 1t06
overly narrow conception of what computat lon comes to. The Turing
machine is universal, but it also stimulates certain ways of thinking about
computation as classical computation, which is a very limited model.

| see the history of computation since Turing as a progressive broadening

that brings  out the power of the framework of computation. For instance,
you get to parallel computation, you get to embodied computation, you get
the move to quantum computation, you can start thinking about continuous
computation.

So, | think of computation as a ver y broad church. Rather than thinking

about overthrowing computation and replacing
think about the relevant kinds of computation, particularly for the kinds of

things you were pointing to, |l i ke adaptive co
contradiction between adaptation and computation. | take it there are people

thinking about adaptive computation at all levels. Machine learning, in some

sense, is adaptive computation. Okay, maybe you want a more robust
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adaptive computation than that. So, instead of looking for something to
replace computation, let's look for the right kind of computation.

BROOKS: Let me give you an example that fits your model there. We went

from the Turing machine to the RAM model, and current computational

complexityis really built on the RAM model of compu
and time trade off in computation.

One can imagine that if the digital abstraction of machines had not been

guite so perfect as it was in the 0660s, what
how quick ly does a1 -bit error propagate through computations, and how

bad can it get? I f that had been the basis, m
di fferent world about hackability because webod
set of tools @ still computational tools, but a di fferent way of what the metrics

were and what was studied, then we would have a different computer

science, even though wedd still cal/l it compu

CHALMERS: When you say neuroscientists are hung up on information

processing, well , t hoenaidveeg speafinkgndafp on a

information processing @ maybe representational, using certain kinds of

representational and information theoretical tools. Computation, as a

framework, is much broader than that. You could be a neuroscientist

working with comp  utation, working with algorithms, and still look at a

di fferent kind of algorithm. Il s there anythin
going to be addressable by neuroscientists sa
kind of algorithm?

WOLFRAM: The main distinctionyou o06r e making i s about conti n
di screte systems, which I &d&m not sure is a cor

BROOKS: There may be something somewhat different from that that we

just havendét seen yet in the |l arge system of
without clear interfaces, and lots of statistical stuff going on 0 statistical just
because you don6t know everything. There are
t hat wedre not very good at pulling up.

WILCZEK: One thing you mentioned, implicitly at least in the discussion of
the worms, that seems quite fundamental is the question of openness versus

32



closedness 8 the systems that have to take information from the world

instead of being programmed by somebody. That
distinction. That is also close to the issue o f analog versus digital. The real

world has a much more analog aspect and is also much less tractable. So,

taking information from the real world and putting it into a machine through

learning may lead to structures that are much more complex and intractab le

than things that are programmed.

BROCKMAN: Freeman [Dyson], you're the only person here that was

around before people talked about computing. Can you talk about when

computing become a subject?

FREEMAN DYSON: Well, of course it was a very active subject when |

arrived in the States in 1947. Von Neumann was already planning his

machine and ENIAC already was running. So, the computer age certainly

started five years before. Il " m sorry | wasnot
BROCKMAN: You observed.

F. DYSON: Indeed. | was plun  ged into it, which was a huge luck for me.

BROCKMAN: You were married to a computer person, a computerist?

F. DYSON: Yes.

BROOKS: By t he way, when you r ead TheoQomphNteru manno s

and the Brain, which was published posthumously from a series of le ctures

he was working on, even though he was invol ve
edgeof Turing -ness i n his conception of what a machi
WILCZEK: He discussed in a very systematic way the choices he made in

arriving at the von Neumann architecture and how it was quite different from

a brain. He was very aware of this.

WOLFRAM: | don't think he appreciated Turing very well. You should read
the recommendation that he wrote for Turing.
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WILCZEK: At the end of his life he was also working on self -reproducin g
machines.

BROOKS: Right 8 the 29 -state automata for self  -reproducing.

WILCZEK: You can call it computing, but 1itds not
WOLFRAM: They thought at that time that this idea of universal

computation was one thing, but then the idea of universa | construction will

be another thing.

WILCZEK: Yes, thatoés right.

WOLFRAM: That h pasnmeddut too well.

WILCZEK: Well, maybe it should
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STEPHEN WOLFRAM
Mining the Computational Universe

I've spent several decades creating a computational language that aims to
give a precise symbolic representation for computational thinking, suitable
for use by both humans and machines. I'm interested in figuring out what

can happen when a substantial fraction of humans can communicate in

com putational language  as well as human language. It's clear that the
introduction of both human spoken language and human written language
had important effects on the development of civilization. What will now
happen (for both  humans and Al) when  computatio nal language spreads?

STEPHEN WOLFRAM is a scientist, inventor, and the founder and CEO

of Wolfram Research. He is the creator of the symbolic computation program
Mathematica and its programming language, Wolfram Language, as well

as the knowledge engine W  olfram|Alpha. He is also the author of A New Kind
of Science.

* k% %

STEPHEN WOLFRAM: | thought | would talk about my current thinking

about computation and our interaction with it. The first question is, how

common is computation? People have the gener al view that to make

something do computation requires a lot of effort, and you have to build

microprocessors and things like this. One of the things that | discovered a

|l ong time ago is that iIitds very easy to get s

| 6 ve st dudarammataestudied Turing machines and other kinds of
things d as soon as you have a system whose behavior is not obviously
simple, you end up getting something that is as sophisticated

computationally as it can be. This is something that is not an obv ious fact. |

call it the principle of computational equi va
for which one can get progressive evidence. You just start looking at very

simple systems, whether theyobébre cellular auto
you say, "Does the system do sophisticated computation or not?" The

surprising discovery is that as soon as what

you can obviously decode, then one can see, in particular cases at least, that
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it is capable of doing as sophisticated compu tation as anything. For example,
it means itds a universal computer .

What that implies is that sophisticated compu
something that we humans have very sophisticatedly produced in our

technol ogy. I t 6s s o me hiaiure,gomiethirg that hagopemse ns i

in simple mathematical systems. This one level of sophisticated

computation, which is the Turing level of sophisticated computation that we

see in all these different kinds of systems 0 whether physics and the

fundamental rul es of the universe operate in a way that goes beyond that,

we dondt yet know. I happen to think they don
they do. Thatdés still an unresolved question.

You have sophisticated computation happening everywhere. What can you

do with this sophisticated computation? When we use computation today as

human engineers, for example, we end up sayin
trying to achieve. Let me write a program by following a series of steps so |

can foresee what és goillpggrassivehyhcegqtetlesn, and |’
program.”

The thing | 6ve been interested in for a | ong
universe of possible programs to find the ones that are useful for particular

pur poses. |l tés quite a humbl i ng ffirdithesg as a hu
things out in the computational universe that you can tell do very

sophisticated things, but as a human itds har
you're stuck |l ooking at it and saying, "Thato

little simple rul e that one found by searching a wide space of these things.

My view of computation is it occurs all over the place, occurs in lots of

systems in nature. Webve got this amazing sou
processes. How do we relate those to things we humans ca re about? The

challenge is & and you see it searching the computational universe for useful

programs d youove got to define what you want, and
get that thing done by some appropriate program from this computational

universe.

Given this ocean of computational capability out there, how do we connect
what 6s possible with that ocean of computatio
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humans want to do? Thatodés |l ed me to spend abo
trying to create computational languages that c an express the things that we

humans want to do and can then have that be interpreted using the things

that are possible in this computational universe.

|l t6s easy to achieve sophisticated computatio

computation that turns out to be useful for some human pur
going to be useful for some human purpose? Well, it depends on what we

want to do. People wonder what Al is going to automate in the world. One of

the things that almost by definition is not automatable is the a nswer to

"What do we want to do?" The doing of things may be automatable, but the
deciding of what we want to do is something that almost by definition

depends on whooés deciding that, and it depend
out of some long history of civi lization to do that.
| 6ve been interested in how we define the set

and how we think about the kinds of abstracti
define. In human language, for example, we come up with particular kinds of

abstractio ns that are based on things that are common in our world. It's

somewhat circular, because the abstractions that we come up with then

define what we choose to build in our world, which then allows us to go on

and create more levels of abstraction. This phen omenon of taking a set of

things you want to do, building abstractions from them, and then going to

more levels beyond that is something that plays out in the design of

computational | anguages. | 6ve watched that pl

How do we think a bout the progressive levels of abstraction that we use to

talk about things? For example, one application of that question is for

education. How much stuff is there to know in the world? It could be the

case that as we accumul at e metalwaykmoewaildedge, th
more to know, and humans become incapable of
actually what happens because after a while all the details of something get

abstracted away, and all we have to talk about is some abstraction and then

we build fromt hat . So, i1itds a question of what does
abstraction look like? What does that then mean in terms of what we choose

to build in technology, for example, which is defined by what we think is

worth doing and what we imagine we want to do.
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We're at an interesting moment in terms of how information gets

communicated. Human language, for example, has this feature that takes

thoughts in our brains and tries to make some simplified symbolic

representation of those thoughts that can then be communicat ed to another
brain that will unpack them and do something with them. With

computational language we have a more direct way of communicating. We

have something where once we have the thing represented in computational

language, we can immediately run it. W e donét have to interpret
brain.

| 6ve been interested in the question of what
enabled by computational language. By analogy, what features of the world

got enabled by human | anguage? Tphassonf act t hat
abstract ideas from one generation to another is presumably a consequence

of the existence of human | anguage. Thatoés th

abstract ideas.

If one can communicate in computational language, what consequences

does that have? Forins t ance, | 6ve been quite involved i1
of computational contracts. When people make contracts with each other

right now, they write those contracts in some approximation of human

language, some legalese or something, which is an attempt to m ake a

precise representation of what you want to ha
defining should be the case. If one can make a computational language that

can represent things in the world richly enough to be able to talk about the

kinds of things that are in contracts, and we can now do that, then you have

a different story about how you can create things like contracts. One place

where thatoés relevant is if youdbre interested
them to act. What you end up with is something like a computational

contract with the Als. You have to write a constitution for your Als, which

will have all of the messiness of human laws.

|l té6s an inevitable consequence of this whol e
computational equivalence and computational irredu cibility that if you want

any kind of richness in the activities of the
just have some simple Asimov -like laws of robotics. It will always be the

case that there will be unexpected consequences and things that you have to
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patch, and things where you canodét know what w
running the system.

One place where this computational language idea seems to be important is
in defining the goals that we want to set up for Als.

* k% %

ROBERT AXELROD: What do you mean by a constitution?

WOLFRAM: That 6s a good question. I tdos a difficul
in a serious way. |l f youdre running your <cent
example, the question is, what are the general set of guidelines that you

want to put in place for what you want this Al to do? These are obviously old

guestions of political philosophy, which dono
the time being, it depends on what the humans want.

|l was curious in |lanb6s discuteticahs about the m
constructed consciousness. Where do those perfect ethics come from?

Whereas we might be able to say we can find an optimal solution to this

mathematical problem, there is no meaningful sense in which there is an

ultimate ethic or ultimate go al. In other words, we can say given that you

want something to do this or that thing, ther

If we look at the evolution of human purposes over the course of history,

thereds a question of how t hatpoéistofther ked and w
evolution of human purposes might be. It relates to this question about

progressive abstraction, because the kinds of purposes that we now define

for ourselves are completely bizarre from the point of view of what they

might have been 1,000 ye ars ago.

AXELROD: Why do you use the term "end point"? |
necessarily an end point.

WOLFRAM: No , I dondét think thereds an end point.
There are many related kinds of questions. Fo
doing mathematics. Is there an end to mathematics? Well, no, not really.

You can keep adding more theorems and so on. The question is, is there an
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end to interest in mathematics? In other words, is there a point at which all
the interesting theorems, the on es that we humans might care about, have
been found and everything else is just stuff that for whatever reason we
humans dondét care about ?

That, again, relates to this question about abstraction. If you look at the
hi story of mat hemat i cmbledegleeof @itrarinesstc onsi de

what 6s happened, but one thing that i1isndot arb
of abstraction that get s b-stonetoallonayoudogethat 6s a
to another piece of abstraction.

Have all the interesting inventi ons already been made or are there going to

be other interesting inventions to be made in the future? This question of

what counts as interesting, what do we care about, again, is a complicated

circular thing. Social networks are something that we might no t have

imagined would exist, but they do exist now, and there are all kinds of

things built on top of them that are another layer of abstraction.

AXELROD: No, but itds not completely circul ar. F
us a reason for wanting good health.

WOLFRAM: The kind of existential purpose of "I1f
get to have a purpose," thatés the one thing
course of history, certainly people have had times where they say the most

important thing is to die well, for example, which doesnt¢
typical modern point of view.

| f youdr e b u-drividgicar,gjouavanst@téllfit roughly how to think

about the world, so what do you do? People have these naive ideas that

t her eds g oamathentatical theorem  -like solution to that o like laws

of robotics, or something. ltés not going to
ALISON GOPNIK: There is not something existential about the things that

we want. If we want relative equality in making decisions about how you

grant mortgages, for example, 1t0s computatio
the things that we think are important about fairness being implemented by

the same system. Therebs inevitable tradeoffs
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that we all have very strong intuitions is important, and another kind of
fairness that we all have strong intuitions is important.

Thereds | ovely formal work showing itdéds not |
that we want; even if we know clearly and we have strong intuition s about

what we want, you cand6t get a single system t
of that. In a way, it's formal proof of the Isaiah Berlin picture of a kind of

tragic mor al pluralism, where ito6s i mpossible

you genuinely think are more morally significant.

WOLFRAM: One of the things that | find a lot of fun about the current time

is that in the beginning i1itds philosophy and
some point these things that start off as philosophical discussion s end up as

somebody writing a piece of code.

FRANK WILCZEK: Not necessarily. Wi th a neur al net,
for it.

WOLFRAM: You effectively write code. Whether you

line - by -line code or merely defining the goals that you wan t to achieve and
then having the machine automatically figure out how to achieve those
goalsdei t her way youdre defining something. The

language is to be able to convert how we think about things into something
that is computationally understandable.

WILCZEK: That 6s a very broad use of the word cod
code a baby.

WOLFRAM: No. By code | mean you put in concrete form a definite
symbolic representation of what you want. Il t 6
argumentati on between philosophers.

WILCZEK: 1t doesnét have to be that way. You can
artificial intelligence. You could just talk to it and tell it what to do.

CAROLINE JONES: Goi ng back to what Alison was sayinr

conception o f ethics how you get there? Telling a neural net vaguely to go in
this direction may not address all the moral pluralisms of how it gets there.
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"Lower population" & this would be a general direction. "The earth will be
better if you lower human population.” How it gets there is the entire ethical

guestion.
WOLFRAM: Ri ght, but thatdés why one talks
because youodre trying to define what

W. DANIEL HILLIS: You made the point that even being careful about it is

not sufficient. What you have to recognize is that this notion of things acting

according to the goal that you would want them to is an oversimplification.

|l té6s a way that we model ot her peopl e. I
And in fact, i gbodl model.dt's buidt inte thercybernetic

perspective on things.

donot
ma c hi

The truth of the matter is peopl e
definition thereds no way to get a
moment, considers the possib ility of making intelligent machines. He says,
"The problem with tools is that they
accomplish. One could imagine in principle that you could have a loom that

knew what pattern it was trying to weave, or a plow that knew w here the
field was, but as far as we know, those
be slaves."” And he goes off and writes about slavery. But he at least

considers it, and he realizes that the essential thing you have to have is a

goal.

don

WOLFRAM: Nature is an example of computation without goals. One of

these anti -scientific statements like, "The weather has a mind of its own."
According to a bunch of science | 06ve
computational equivalence, it is in any reasonable se nse the case that the
weather is doing just the same kinds of computations as in our brains.

don

NEIL GERSHENFELD: Nat ur e has extremal principl
WOLFRAM: Any kind of thing we see happening in the world, we can
explainitinterms of it s purpose or its mechanism. You can say the
trajectory of a balll thatds thrown i s a
foll owing the equations of motion for th

principle of least action that says that the overall thi ng is this parabola.
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Al most anything you come up with, youol |l be a
it in terms of its mechanism or an explanation in terms of its purpose. Which
explanation you choose to say is the right explanation is a question often of
the economy of explanati on. But itds not the ca
where youbdéd say, this one has a purpose, this

PETER GALISON: The whole premise of moral philosophy is that there are
these contradict i on the Pangmssidnomoril ivhete favness i n

and equality and meritocratic adjustment aren
another. When we talk about the goals or ambitions of epistemic virtues for
the sciences, we act as I f theyodre acade. compat

That is to say, robustness, precision, accuracy, understandability, portability,
or pedagogical utility, all these things we think should pull in the same
direction, often donoét.

One of the things that we need to dsamed s to r e
level of sophisticated tradeoffs or decisions that we have to make in what we

want from the sciences as we have in the moral sciences.

GERSHENFELD: One of the most interesting bits at the core of machine

learning is something called "no free lunch theorems." In machine learning

the no free lunch theorems are a very precise way to say that something

thatds optimal for something is bad at someth
you canét be good at everything, so you have

GALISON: Inthe lat e 19 t century there was a big debate about purpose

and mechanism. There was a whole group of German scientists who began

to talk about what you might call teleomechanism. They were very explicit

about the fact that nature had goals and it was mechanistic. There was not a
contradiction in recognizing this free choice that we have between extremal

principles or mechanistic descriptions. They saw that as important to

A

consider together. 1 toés interesting.
WOLFRAM: That 6s interesting. You espeaplawede. t el | me

GALISON: Thereds a book by Ti nToeShragtegyotlifeoi r cal | ed
Teleology and Mechanics in Nineteenth - Century German Biology.
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GERSHENFELD: The principle of least action was religious. It was a fight.

GALISON: Atthe time of Maupertui s, yes.

GERSHENFELD: It wasn't just alternate schools. It was a real religious
battle.

SETH LLOYD: Al i son, what are these results that
like Arrow's impossibil ity theorems for voting?

GOPNIK: Theyb6bve got a very similar structure.
people who has done a lot of work on this, particularly along the lines of

thinking about inequalities and fairness. Do you want fairness between
groups? Do you want fairness among individuals? They have the same kind

y
about showing that these systems cano6t supply

Cy

of structure as the Arrow theorems, where you

those ends at the same time.

To echo what Neil was saying, thatdéds a gener a

idealistpi ct ur e about computati on. Il tés i mportant

dealing with tradeoffs all the time. That's a very different picture, maybe
more like a picture that comes from some enlightenment traditions about
philosophy than other enlightenment traditi ons about philosophy, for
example.

WOLFRAM: |1 t 6s a sad fact about axiomatizati on
people start feeding in all these axioms that they say, "It better be true that

this happens and this happens.” In quantum field theory, for example, t here

were these axioms, and then it turned out the only quantum field theory

consistent with all these axioms was a free quantum field theory. In other

words, there are no interactions between the particles.

TOM GRIFFITHS: Theredés a sense hetngngtoholdwhi ch wed
machines to a higher standard than we hold ourselves to. Right? This

distinction between purpose and mechanism is interesting because we like to

think that other people have purposes, but in fact other people mostly have

mechanisms. Thep art of our i ntuition about mor al
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us into problems here is thinking that there is a system that we should be
able to formalize and behave in accord with, when in fact none of us do so.

WOLFRAM: Therebs a |ittle t hatywgmightfedk peri ment t
amusing. How does computation relate to democracy? In current democracy,

peopl e just s ay-choicedhsng.¥oumaielfar A, B,ICer whatever.

But imagine a time when people can routinely speak in computational

language aswell as i n human | anguage, and where itos
somebody to say, "This is what | want to have
going to write this computational essay that is my representation of what |

want to be the case in the world.” And then imagine that 100 million people

take their computational essays and feed them
to figure out what policy should be foll owed.

current version of picking from a small number of choices.

It throws you directly into all of the standard issues of political philosophy of

what you are trying to achieve. It's a somewhat realistic view of what could

happen, because by the time you have a computational language that can

talk about things in the real world, it 0s perfectly possible for p
represent their preferences in that much richer way.

DAVID CHALMERS: Ri ght here is where youbre going t
some of these theorems in social choice theor
global visionofthe wor |l d and we pick one, thatds total
got to find some kind of compromise or consideration of components.

So, we break it down into ten separate issues 0 A, B, C, D and so on. When

we come up against these resul tthat@alelsAsee t her
and thereb6és a majority that prefers i f A then
t hat prefers B. You candét just go with democr

then suddenly need some system for somehow extrapolating from all these
individual preferen ces. This is precisely where you need to find ways to
make the tradeoffs.

This whole thing of turning morality into code is not a new problem, right?

The legal code and the political code has precisely been trying to formalize
this for centuries, and what do we know? The only way to do it is via a huge
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mess. So, I predict that once you try
a mess as well.

WOLFRAM: | agree. The main conclusion is that it has to be a huge mess.

WILCZEK: Ar r owds t heor em lerpasisive tegult, which ik that
the only way to enforce a consistent code is to have a dictator.

LLOYD: That is very positive indeed, Frank. Thank God. Dodged a bullet
there.

WILCZEK: The point is that you s houlratoma.t
Chomsky had this concept, that | find quite beautiful, of crackpot

rationalism. Where rationalism is taking you into things that obviously are

bad, you should just back off and let the world do its thing.

and tu

al ways
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FREEMAN DYSON
The Brain Is Full of Maps

| was talking about maps and feelings, and whether the brain is analog or
digital. Il 61l give you a |little bit of what

Brains use maps to process information. Information from the retina goes to

several areas of the brain where the picture seen by the eye is converted

into maps of various kinds. Information from sensory nerves in the skin goes

to areas where the information is converted into maps of the body. The brain

is full of maps. And a big part of the activity is transferring i nformation from
one map to another.

As we know from our own use of maps, mapping from one picture to another
can be done either by digital or by analog processing. Because digital

cameras are now cheap and film cameras are old fashioned and rapidly
becomin g obsolete, many people assume that the process of mapping in the
brain must be digital. But the brain has been evolving over millions of years

and does not follow our ephemeral fashions. A map is in its essence an

analog device, using a picture to represe nt another picture. The imaging in
the brain must be done by direct comparison of pictures rather than by
translations of pictures into digital form.

FREEMAN DYSON, emeritus professor  of physics at the Institute for

Advanced Study in Princeton, has worked on nuclear reactors, solid - State
physics, ferromagnetism, astrophysics, and biology, looking for problems

where elegant mathematics could be usefully applied. His books

include Disturbing the Universe , Weapons and Hope , Infinite in All
Directions , and Maker of Patterns

* k% %

FREEMAN DYSON: | was talking about maps and feelings, and whether the
brain is analog or digital. |l 611 give you a

Brains use maps to process information. Information from the retina goes to
sever al areas of the brain where the picture seen by the eye is converted
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into maps of various kinds. Information from sensory nerves in the skin goes

to areas where the information is converted into maps of the body. The brain

is full of maps. And a big part o f the activity is transferring information from
one map to another.

As we know from our own use of maps, mapping from one picture to another
can be done either by digital or by analog processing. Because digital
cameras are now cheap and film cameras are o Id fashioned and rapidly
becoming obsolete, many people assume that the process of mapping in the
brain must be digital. But the brain has been evolving over millions of years
and does not follow our ephemeral fashions. A map is in its essence an
analog de vice, using a picture to represent another picture. The imaging in
the brain must be done by direct comparison of pictures rather than by
translations of pictures into digital form.

Introspection tells us our brains are spectacularly quick, transforming tw o]
tasks essential to our survival: recognition of images in space, and

recognition of patterns of sound in time. We recognize a human face or a

snake in the grass in a fraction of a second. We recognize the sound of a

voice or of a footstep equally fast. T he process of recognition requires the
comparison of a perceived image with an enormous database of

remembered images. How this is done, in a quarter of a second without any
conscious effort, we have no idea. It seems likely that scanning of images in

asso ciative memory is done by direct comparison of analog data rather than

by digitization.

The quality of a poe@dyseycohr abEl \Mdsitedr 8 lke
the quality of a human personality. A large part of our brain is concerned

with social intera  ctions, getting to know other people, learning how to live in

social groups. The observed correlation between size of brain and size of

social groups in primates makes it likely that our brains evolved primarily to

deal with social problems. Our ability to see others as analogs of ourselves is
basic to our existence as social animals.

| go on to talk about what Danny Hillis told us thirty years ago in his paper
titled "Intelligence as an Emergent Behavior; or, the Songs of Eden," which
is of course a wonder ful story that Danny invented to explain the evolution
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of speech from song. He had the idea that songs originally were the evolving
species, and apes were just the phenotype.

How do songs actually evolve? They have to be remembered by an ape to

survive. An d how do you get remembered by an ape? Well, you have to give

yourself some associated practical use. They have to be useful to the apes in

order to survive. So, a song can only become fit to survive by associating

itself with meaning. Thereby, you have a co-evolution of apes and songs so

that the songs gradually acquire more meaning and the apes acquire more
communication. In the end, that develops into speech. This is a beautiful

idea. The song is of course analog from beginning to end. It is the sound an d
spirit of the thing that is transmitted, not the individual phonemes.

| 6m suggesting that the brain is mainly an an
regions specialized for digital processes. It
sometimes claimed by pundits talki ng on television, that the left hemisphere

is digital, and the right hemisphere is analog. It seems to be true that most
of the digital processing is done on the left side. But the division of labor
between the two hemispheres is still largely unexplored.

* *k k% %

SETH LLOYD: One of the interesting features in going back over the original
Macy Conferences on Cybernetics is that it's a wonderful example of
something that is now recurring. The problems that showed up then were

somewhat irrelevant for decades, largely because of what Rodney was
saying, which is that we adopted von Neumann architecture computers and
then Mooref6s | aw took off, so we didnot have

processing information.

They were very concerned about the question of gestalt. What does it mean?

Why do human beings get a gestalt 0 a sense of awhole 0 from all these

di sconnected parts? They were questioning wha
gives you this notion of "Aha, thatdos Freeman

They al so ask the question of whether artificial intelligences and computers
could have a gestalt.
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Now, ever since the famous example of Googl eb
learning to recognize kittens on the Internet, at least they have a gestalt of
a kitten. Mind yo u, from a Bayesian perspective, the prior probability of a

picture on the Internet being a kitten is rat
pretty fair to say that we have artificial neural networks that possess a

gestalt. This is amazing, because it's been seventy years since this question

first came up. Up until now, | would have said that image recognition

programs didndét have the sense of "Aha, itds

itds a remar kable ti me.

FREEMAN DYSON: That 6s all true. Wlheaningisimwyngcal | dee
this comparison of i mages by translating to d
likely that the brain is doing it that way.

STEPHEN WOLFRAM: Neural nets, in their current instantiation, critically

depend on the fact that they have real number weights that can be

progressively improved by calculus -like methods. It's still an open question

as to whether theredés a way to do this with p
i sndt t hi-$ke graglessivelimpvement.

F. DYSON: Yes.Certai nl vy, I tds an open question. Il 6m |

WOLFRAM: In your sense, is a neural net with real number weights analog
or is that digital?

F.DYSON: That 6s digital. ltés a crude digital i m
which was analog.

WOLFRAM: So, to m ake it analog you would have to have a whole field and
not just a matrix of weights?

F.DYSON: |l mages wi | | slide over each other someh
muchmoreerror -t ol erant system, so youOFrdgitnot askin
accuracy. Ifanimage | ooks | i ke another i mage, then i1t0
remembered together with it. Associative memory is the basis of the whole

process, and that works with amazing smoothne
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W. DANIEL HILLIS: Certainly, at some level, there are non -firing neurons
in the retina, which are clearly doing a purely analog computation in every

sense of the word. If you have something like a Hopfield network, which is

basically finding eigenvalues of the matrix by repeatedly feeding itself back

into itself, i s an eigenvalue a digital output of a completely analog system?

Would you put that in the analog category?

F. DYSON: Wel | , of course you dondét have to put t
Most things are a mixture, and thatodés a good

CAROLINE JONES: One of the things that confuses the conversation for

me, as an iIimage theorist and a gestalt histor
machines interpolate and extrapolate from the digital to produce gestalt
interfaces for wus. ltdés a compl iofdhet ed convers

compression algorithms are tinkered to produce something that we will then
complete. We will then take the fragmentary pieces and do our analog

business on them to create a song and say, "O
We are the cybernetic completion of the di gital. We are the analog meat

machines that make the gestalt out of what | would imagine the machine

doesndét care is a kitten or not. And when you
calls kittens, itds really breaking thae gest a

certain position and some fur, where the whole premise of gestalt is the

completion of the fragmentary, and the curious project by which three

different corners are perceived as a triangle, obscured by a circle. The three

triangles are robustly perceive d as a geometric figure by the human brain,

which a machine would only do if we said, "Can you please make these

fragmentary corners into a triangle for the human perceiver? Could you

please interpolate those missing pieces? We need to see a triangle." So, this
interface is productively confused by what we have given the machines as

purposes. We have made them into makers of analog maps for us, but |

dondt yet have a sense of what the machines w
themselves.

GEORGE DYSON: WhentheC yber netics Group first for med,
name. It was called the Teleological Society. Then, when Macy came in and

supported it, he said, "Wedll support this, b
name." And thatodéds when they madesGrobpe msel ves t
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Originally, it was the Teleological Society 0 that was the fundamental
premise.

JOHN BROCKMAN: What would they call this group?

JONES: The Anti -teleological Society.

LLOYD: The Eschatology Society.

FRANK WILCZEK: Post-logical society.

WOLFRAM: What would be the type of theory you would have for what
mi ght be going on in the brain? You say itos
some different projection of an image, so what's the theory?

F. DYSON: Why did we evolve people like Beethoven and Mozart or
Sophoc les or Eliot, people who were masters of music or masters of
language? This degree of sophistication both in music and in language is far
beyond anything that biological survival needed, but it just happened. How
do you understand that?

WOLFRAM: You take s ome simple program, you run it, it does amazingly

complicated things, and the program might have been in some sense

constructed only because it makes an array of three black cells after four

steps or something. It just so happens that as a side effect it p roduces this
amazingly complicated behavior. That would be
going on in those cases.

F. DYSON: Some quality in the whole scene 0 the quality of the sunset in the

tropics or the quality of a symphony 0 is just the gestalt, it is something

thatds inherent in the entire picture and not
the brain operating directly on the image and not on the constituent parts.

W. DANIEL HILLIS: The literal answer to your question may be runaway
sexual selection. Basically, the way to get laid was to write a sonnet or sing
a beautiful song.
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ALISON GOPNIK: That may reflect some prejudices in
obvious that, generally, artistic and scientific achievement has that effect.

HILLIS: The question is, why are we evolv ed to support artistic and
scientific achievement?

GOPNIK:Her e6s an interesting possibility, which
out of the deep -learning world: A lot of times the way you can make those

systems work is by having hallucinations, where the sys tem is generating a

|l ot of possible outputs from some representat
t hat you perceive or arenodét inputs into the s

Having this process of taking a generative model and then simulating a lot of
out comes t hat vy aguordetecéng 8 acrusia stap in making
things work. Then, you have another system that looks at the relationship
between the generative model and the outputs, and then uses that

relationship to the hallucinated outputs 0 to the things that never existed
except that you generated them 0 and tries to make sense out of that. That
turns out to be important computationally.

|l tds at | east interestingly analogous to thin
for example. You don6t need to nhtakaee Ei nst ei ns
examples of people creating things that are non -real. Whatoés the

evolutionary advantage to having an imaginary friend or a crazy pretend
worl d? Thatdés not something that you need to
something that seems to be a univ ersal characteristic of childhood.

HILLIS: The notion that sexual selection causes you to explore the most

complex expressions of those to demonstrate that the complexity is working

plays out not just with intelligence but also with morphogenesis. There ar e

all kinds of examples in low level animal behavior, or forms of flowers,

things like that, where that process of feedback on sexual selection tends to

select for complexity and beauty because that
shows itds all working.

LLOYD: If Chomsky were here, he would say that human beings have

universal human language, which we gifted to computers, b
the only entities on the planet that have this universal language. If you look

53



at chimpanzees, or songbirds, or dolphins, they just cannot process
information the way that we do.

One of the features of universal human language is its open -endedness that

allows you the potential to construct any possible sets of ideas, or to

compute anything in the case of computers. The sonne ts and Mozart

symphonies, once you give people that, thatods
happen sooner or later.

JONES: | have a different observation, which is that culture is a very unique

human product. | 6m sure you can caturgangsot hat bo
on, so |l etdbs just put that to the side. We ha
partly to evolve ourselves. Thatos part of th

called art and you gather people around it to interpret it, then they make a
certain meaning which then changes them for the future, changes their
offspring, changes their survivability rate.

This is part of the operation that fascinates me. Not everybody who listens

to Beethoven goes off to have sex with Beethoven. So, what else is going on
with art? It is there to evolve us in directions that we agree socially and
culturally that we want to evol ve. That 6s r at

NEIL GERSHENFELD: There was an interesting study a couple of years ago

that showed birds have hemlines, that they have fashion. What color

feathers they have and how long they are changes. There are fashions for

the birds. The study traced it through to sho
would over specialize. If something was considered a locked -in fashion, the

birds would exaggerate it. So, they keep having a new hemline to force

themselves to diversify.

HILLIS: Part of the appeal of my "Songs of Eden" story that Freeman told is

that the "we"” that webdre talking about is not
fact th at culture that evolved. So, what makes us human is that combination

of those two things together. What was evolving is not just the genetics that

was evolving the monkey, itéds the cul tural co
things should happetn,ofanahatth anted sarpear We dr e t he
of those two things.
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IAN MCEWAN: It would seem that all art and all music is a special case of
what everyone is doing, so there might be a random element that there are
just people who happen to do it better.

F. DYSON: Just one more remark. If you bring in quantum mechanics o of
course both digital and analog computers may be classical or they may be
guantum & it makes an additional strong advantage to the analog way of

working. Quantum mechanics has this quality of ¢ oherence that connects

parts of the whole physical landscape in this mysterious way; the different

parts of an i mage are coherent. That is total
preserved when you do analog. Thatds an addit

computi ng probably looks more promising.

GERSHENFELD: Seth and | were both part of a very interesting program on

guantum biology. Biology uses quantum coherence exquisitely, but only over

a very small number of degrees of freedom. |t
coherence. |l tés very unlikely, and I think Se
large-scal e quantum coherence anywhere near biol
small numbers of interacting degrees of freedom.

F. DYSON: No, I disagree totally with that. Quantum c oherence works
beautifully over large distances.

GERSHENFELD: Over | arge distances, but i1itds the q
freedom and thermalization.

WOLFRAM: What are the examples in biology?

LLOYD: If you just look out the window, all these green leaves ar e LHC2,

which is the primary photo system for plants. It uses quantum coherence in

a very sophisticated fashion to increase the efficiency of exotonic transport,

and ités amazing. It would be one tenth as ef
qguantum coherence.

GERSHENFELD: Anot her i nteresting one I s sensing m

independent chemistry in how you perceive magnetic fields. Maintaining
guantum coherence with lots of degrees of freedom against a heat bath is
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really hard. That 6 suantumeompuling.lThegmysgice makes (
it very unl i ke lsgaletquastumecdhsrentear g e

LLOYD: Wel | , thatoés not entirely true. I f you 1| o
and you have a big enough telescope, then you can exhibit coherence in this

light. T his is the Hanbury Brown  -Twiss effect, which is what allows you build

| arge baseline telescopes. But thatodos a situa
and it could have traveled for millions of years.

GERSHENFELD: And t hereds no i nt er aacahéerence. Therebds |
LLOYD: 1t ' s because i4cohetedadlongthewqpyet de

GERSHENFELD: Ther e isnét |l ongitudinal coherence,
coherence.

LLOYD: 1t 6s still guant um.

DAVID CHALMERS: Fr ee man, | &m curious about how you
th e analog and the gestalt going without quantum computation. If we

assume itbés all <classical physics and cl assic

it breaks down into local mechanistic parts.

I f | operate on an i mage via classiangtb mechan
have to work at some level operating on the parts of the image. Aren't you

going to come back and say, "Well, thatodéds not
something holistic that operated on the whole image at once."? One could at

least smell a way of trying to do that with quantum mechanics, but how

could one possibly do that without quantum mechanics?

F.DYSON:Wel | , itdéds just one of the big mysterie
that works.
CHALMERS: If the brain does it by local mechanisms of neurons, would t hat

count? Or would that still be breaking it down into parts?

F. DYSON: | donot know what a neuron is and neith
neuron is a very, very clever device.
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CAROLINE A. JONES
Questioning the Cranial Paradigm

Part of the definition of intelligence is always this representation model. . . .

|l &m pushing this i dkomeostdtic sdrfing onrworldlyt i on

engagements that the body is always not only a part of but enabled by and

symbiotic on. Also, the idea of adaptation as not necessarily defined by the

consciousness that we like to fetishize. Are there other forms of

consciousness? Her e-brain anihcemes in. Arle theregfarms

that we describe as visceral gut feelings that are a form of human

consciousnessth at wed6r e getting through this i mmune

CAROLINE A. JONES is a professor of art history in the Department of
Architecture at MIT and author, most recently, of The Global Work of Art.

* *k k% %

CAROLINE JONES: I want us to think about the gut - brain axis and the

powerful analog system of our immune brain, also thought of as a mobile

brain. The c¢crani al paradigm is what |1 6dm here
guestions about. Mainframe is a kind of discourse that haunts the field that

we 6r e t aobuk and the cranium comes with that metaphor that we all

live by.

What do we mean when we say the word "intelligence"? The immune system

is the fascinating, distributed, mobile, circulating system that learns and

teaches at the level of the cell. It ha s memory, some of which lasts our

entire life, some of which has to be refreshed every twenty years, every

twelve years, a booster shot every six years. This is a very fascinating

component of our bodyds intelligence that, as
conscio us, but even that has to be questioned and studied.

As you go to lunch, you will be putting things in your mouth that are not

yourself. Your body, hopefully, at this point in its existence, knows better

than to reject these not  -self proteins and not  -self p hotosynthesizing cells
and pitch you into an immunohistological response, and to say, "Oh, this is
friend, this should be tolerated. I, this aggregated entity of self, will learn
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that these things are friend. These things are to be tolerated, these things
are to be learned from and incorporated and not rejected."

Yet, if that same food were somehow injected into your lungs, you might
have a violent asthmatic response. You might die from that. The immune
system is using the mouth as a category to learn and t o train. It took
scientists a long time to figure out where this learning and training was
happening, which it seems is in the lymph system. If things are introduced

there by the injection at the doctords office
is instig ated that reads itas not  -self, not friend, something which needs to

be expunged and eaten by the macrophasias and remembered as not - self,

as enemy.

This is an extraordinarily powerful met aphor ,

Al and computer sciences n  ow in active transformation. In other words,
most of our pharmacological economies are organized around antibodies.
But the probiotic industry, which is completely unregulated by the US Food
and Drug Administration, is expanding through folk medicine.

When my own immune system was quasi -destroyed and rebooted by

chemotherapy, | was like okay, how do | rebuild this? What are the

probiotics? Whatés out there? It's in folk me
corporate formul a. |l can know bhatli casdsomeo

what the exact sub  -species is, owned by this or that corporation, that I'm
trying to reeducate my immune system with.

This is a moment of paradigm shift in multipl
we think about the way Catherine Bateson des cribes some of her f at
work, that mind does not necessarily stop at the skin. We are completely

symbiotic on these planetary systems that form and have formed our

consciousness and our capacities to learn, and to navigate, and to

remember. Through our lifetimes, we become hosts, dependent on

xenobacteria that we invite into our bodies and cultivate and grow as part of

a self that is not yet ourselves, that is a not - self that we cohabit with and

are completely dependent upon.

| just throw this out as a compl ete provocation, which | 6&m
through the cultural evolutionists we call artists, who are making art forms
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out of biological materials, out of living materials, to help us think through

our symbiotic dependence on other life forms and our in teresting non -
conscious negotiation with self and not -self every day. | can be very brief
and leave it at that.

Frankds comment about just being in the world
environment, and letting that surfing and negotiating with inputs that are
analog and need to be responded to in an adaptive and flexible way 0 thisis

what | would call intelligence. The body is an amazing model that goes way
beyond mind of learning and memory and how we can craft our epigenetics
through certain cultural acts and practic es, how we can supplement them
prosthetically, epigenetically.

This is my provocation to reboot Al on a certain model of what Gibson would
have called "environmental and ecological perspective."

* % % %

STEPHEN WOLFRAM: I 6 m curious as to mmanoflt bgi swwsd en
high -level model of the immune system ends up being. For a long time there

were these network models of the immune system where there are

antibodies and anti  -antibodies, and there was this notion of dynamic

equilibrium in the immune system. | f you ask a random immunologist what

their high -level view of the immune system is, in my experience, they'll tell

you a very low -level view of a very specific part of the immune system.

There used to be these network theories of the immune system. It woul d be
interesting perhaps to compare those with the current models for brains and
neur al net s. I dm just curious iIif people know

JONES: I 6 m not going to be able to answer that.
theoretical biology? Are you speakin g about practical immunologists in a
hospital setting?

WOLFRAM: There are 100 billion possible types of antibodies, and any
particular person has some number of those antibodies in reasonable
concentrations. You can do an assay for a particular antibody, b ut this
guestion of how many of the 100 billion possibilities do we have in decent
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number s, | dondt think thatodés known. You star
antibodies, why does it not run away?

JONES: The obsession has been on the antibodies, and that is part of the
systemic i mmune system that has received all
been researched is the mucosal immune system, which is the system that

learns, the system that builds tolerance, the system that trains and takes in

and negotiates the self/not -self.

Part of the example I'm about to share comes from a neuroscience boot
camp | took at Penn, which was great. In the presentation somebody said,
"Oh, then there are the glia.” And | said, "What are the glia?" And the

response was, "Theyor@dhegpbdrempbethotuse cl eani
said, "I 6m a feminist. The house cleaning sta
the way, your model of mental illness is a serotonin reuptake inhibition

model, so youdbre dependent on the cl eaning cr
Basically, there was this tiny window into an under -researched entity in the

brain that is entirely involved in the immune system. It used to be thought

that the brain is somehow isolated in its beautiful ivory cranium, and it just

doesndt havwi ttho tdheeali mMmmune system, and itods ke
those diseases. Well, no, the glia are there actively cleaning up, managing

the garbage that is produced by the phasias that are eating the toxins and

determining what is self and so on and so forth. | be lieve, not being a

scientist in this world, that they are at the edge of shifting into some very

different kinds of research not on the heroic actors with their shields and

swords, but the clean  -up crew that is determining how the body will go

forward.

RODNEY BROOKS: You talked about the immune system as a separate

system. We have the gut neurons, which are separate. Even C. Elegans

(Nematode), which has 302 neurons, twenty of which are in a separate gut -

brain than the central brain, and they have fifty -six glia cells. Even in that

smallest thing, we see this structure. You were talking about the immune

system in an interesting way, as learning, teaching, and remembering. When

we | ook at plants and their capabilities, the
the roots go out and search and the leaves do all sorts of things. There's a

lot of activity that is underappreciated when compared to the neurons, which
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are seen as the only iIimportant cells in the b
think about non -animals,becau se t hereds stuff happening fo
dondét have computational model s, which gets b
do we have computation models and when don't we? Plants are obviously

doing something very interesting in the way they adapt to their local

environment and adapt to whatodés happening and

ALISON GOPNIK: This gets back to something that you were talking about,

Rod, regarding adaptation. Therebs one di mens
that Turing realized, and that's the idea of breaking up something complex
into a process where you can describe it as p

big idea of computation. One kind of intelligence is being able to do that.

Another idea is being able to repre®swent somet
being able to take the external structure of the world and, in some way that
we dondédt quite understand, get a veridical ac

worl d around you or adapt to whatoés going on
There are interesting questi  ons about what the relationship is between those

two kinds of intelligence. And they might be orthogonal to one another in

various ways.

Something like deep learning solves this problem of trying to adapt to the

external world in a very simple way. It lets you take the statistical structure

of the input, something like images on the Web, and incorporate those into a

system thatos producing a particular kind of
way of relating to the external wygoddd. | dono
theoretical account of how that process of adapting to the external world is

related to the process of being able to compu
good story.

JONES: That d6s true. I n parallel to the neuron su
the represent ation fetishists. Part of the definition of intelligence is always

this representation model. When we think abou

think we need to imagine the glia having a representation of the body or

even a map of the body. It has pathways to circulate in. It might even

respond to some vessel making components of the body to make new

pat hways, iif it needs them. I dondt know t hos
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The point is, it does not need a representation of the body; it needs to know
where it needs to go, which is a dif f er pushingtipsideddf e m. | 6 m
distribution & homeostatic surfing on worldly engagements that the body is
always not only a part of but enabled by and symbiotic on. Also, the idea of

adaptation as not necessarily defined by the consci ousness that we like to
fetishize. Are there other forms of eonscious
brain axis comes in. Are there forms that we describe as visceral gut feelings

t hat are a form of human consciousness that w
immune bra in?

PETER GALISON: When the bio -artists look at microbiological forms and
plant forms or animal forms, is there something suggested among them that
might give us a different set of metaphors or conceptualizations of
consciousness?

JONES: Through the artist s , I &m coming up with this idea
"ontics" being that which is, and symbiosis being that which | wish we could

be more completely aware of as we navigate this world. Many of them work

with concepts and materials in the gallery that prompt me to think more

robustly about our interdependencies.

GALISON: So, what are the artists doing?

JONES: Philippe Parreno, who we saw in Berlin, used bacterial motors to
turn the lights of the gallery on and off and raise the window blinds. The
bacterial motors  are entrained with other forms of Al and digital
computations that are responding to the presence and absence of humans

and their movements through the space, as if we were invaders of a non -self
that the gallery must then respond to as an immunological d istributed
system.

You could think of these metaphors in lots of different ways, but the artists
are helping us evolve toward a more symbiotic understanding of our place.

DAVID CHALMERS: One angle on thinking about self and not -selfin

cognition and intell igence? We could bring in the literal immune system, as

youdve done, but we could also think about it
cognitive immune system, drawing the self/non - self distinction at the
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cognitive level. A lot of that is done by things like trust. If you ask about self

andnon-sel f i n cognition, my smartphosselifs tldtoasl
not something outside which is coming in.

JONES: You never get spam calls?

CHALMERS: 1 t 6s app sensitive or context sndnsiti vi
Google maps, thatodés just self, thatds my navi
and | trust it. It basically becomes an extension of my cognition.

JONES: So, itdéds a prosthetic self.

CHALMERS: Yes, it becomes prosthetically part of the mind because |

choose to trust it and identify it as self. And
Spam, for example, that comes in over email, and who knows what on the

Web d these things that | regard as not -self are no longer part of my

cognition. This is the way that cognition gets distributed out from our brain

into the environment.

JONES: Part of what |1 6m advocating, and what the
advocate for a much broader self. In other words, we know that humans

have evolved clothing, and language, and heating, and H -vac, and
architecture; i f we take these things away, w

maybe two weeks.

I n other words, itdéds partly to acknowledge ou
acknowledge that the cranium is not where we do most of our thin king and

being, and to figure out how to get our artificial systems, our prosthetic

systems, to help us acknowledge our embeddedness. Partly | see this as a

pl anetary dil emma. |l f we donét feel our pl ace
we deserve to go extinct , which we will.

ROBERT AXELROD: | was going to ask whether you think hormones
provide another form of intelligence, adrenaline for example.

JONES: Oh, absolutely. Psychiatric diagnoses are being made on the basis

of which drugs you respond to, which are i nfluencing hormone cycles and
their reuptake by the brain. I f we |l ook at ho
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and dealing with this thing we call the brain, then the mind is totally
distributed throughout the body. Hormones are very much a part of that.

IAN MCEWAN: Can you say something about the civil war that occurs when
the body turns against itself 0Crohnés disease, arthritis?

JONES: There's an argument for ingesting in the oral tolerance portal that
which our immune system is turning against. For example, collagen, in the

form of certain autoi mmune di seases. |t doesn

Thereds enough molecular similarity between

ingest, rather than inject, this form of collagen, your body is like, "Oh, |
dondét poveaeatdtwck that. Thatdéds an okay thing,

Why is the body attacking its own collagen in the first place? If mice are

given neural sheets without adjuvants, without things that are alarming their
immune system, they will stop having MS or something, t heir sclerota will
stop being attacked by their body. So, there are incredibly promising

therapies that are emerging from this.

MCEWAN': But the system can make mistakes.

JONES: The system absolutely can make mistakes. If you think about the
formofthevac ci ne, you think youdre just getting

C
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polio surrounded by a witchés brew of chol era

things that are saying to your body, "This is really bad! Turn against this!"

|l tds the adjuvant. Andewhatki adjj uwn&@&ntLetadrse hwpe
i snét on those fields out therdtheselatee pol |l uti o

adjuvants that are alerting us to attack certain things as toxic that then may
be disrupting other parts of our immune system. Again, this is still in the
realm mostly of folk medicine.

There's an idea that you can reduce asthma if you eat local honey, because

what youbre eating is the beeds concentrate

pollens and dust, so you're eating all of your local airborne potent ial triggers.
You are learning and training your body to tolerate them by eating the local
honey.
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Urban asthma is very bad, so should you be eating cockroach feces, or
should you just get rid of the cockroach feces? This then becomes a social
pr obl e mjustrecommending this as a model of intelligence which is
quite distributed, not conscious. Does it have ethics? It certainly has goals,
but they shift every day depending on what part of the system encounters
what not -self element.

AXELROD: I would sayt he immune system has pretty stable goals, which is
evolutionarily to protect the host.

JONES: That sounds like a reasonable thing.

AXELROD: The methods change every day, depending on the challenge, but
the goal is pretty stable.

JONES: We assume cancer was always there, so why was that not
evolutionarily eliminated? Wedre | ooking at a
eliminate these things that seem like they would have been evolutionarily

problematic. So, is the goal wrong or is the system messed up? Or do we

just need to see this homeostatic navigating as part of life?

AXELROD: Are you saying evolution is not finished?

JONES: Wel |l , | etds hope itoés not. Do we want evo

WOLFRAM: Are you suggesting that the reason ther
autoimmune diseases is because there are more adjuvant -like things in the
environment?

JONES: Wel | , that is the suggestion on the table
WOLFRAM: What 6s the | eading suggestion for what
JONES: What weOve dcdemlutantshsembably a pretty good

category: Benzenes, BTEX chemicals, pesticides, things that we have

produced either as by  -products of energy or to Kill lifeforms. Rachel Carson
wanted to call these biocides, because theyor
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WOLFRAM: Epidemiologically, that would be a fairly easy question to test |
would think. Thatdéds an interesting theory.

JONES: Theydre now beginning to test this. You h

youdre dealing with industrial foddseand i ndus
havendot been the | eading research questions.

ask about that. Monsanto wants us to buy Roun
research done into whether people living in blow fields near Monsanto are

having more autoimmune diseas es than people who dondt . | t 6

people who are not living near Monsanto drift. These are important
guestions, and they are starting to be tested.
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ROBERT AXELROD
Collaboration and the Evolution of Disciplines

The questions that | 6ve been interested in mo
collaboration and what can make it succeed, also about the evolution of

disciplines themselves. The part of collaboration that is well understood is

that if a team has a diversity of tools and backgrounds available to them o}

they come from different cultures, they come from different knowledge

sets d then that allows  them to search a space and come up with solutions
more effectively. Diversity is very good for teamwork, but the problem is

that there are clearly barriers to people from diverse backgrounds working

together. That part of it is not well understood. The way people usually talk
about it is that they have to | earn each othe
terminology. So, i f you talk to somebody from

to use a different word for the same concept.

ROBERT AXELROD, Walgreen Professor for the Study of Human
Understanding at the University of Michigan, is best known for his

interdisciplinary work on the evolution of cooperation. He is author of The
Evolution of Cooperation.

* k% %

ROBERT AXELROD: Let me start with wbldoéf0s new in th
cooperation. There's the problem of international relations in which an

established power, the United States, is dealing with a rising power, China.

The ancient Greek historian Thucydides said that the reason why Athens and

Sparta fought was becau  se Athens was a rising power and Sparta was the

established power and they couldndt work it o
Allison at Harvard looked at the last 500 years for all the cases in which an
established power was dealing with a rising power. He found sixteen of

them, twelve of which led to war. Those are not good odds.

One of the ways of dealing with this is to try to develop norms and rules of

the road for understanding whatoés proper beha
and American delegations  who are meeting regularly to discuss things like
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cyber conflict. For example, if cyber weapons were used on a large scale, it

|l ooks unstable in a way that nucl ear weapons
dealing with how to develop norms for understanding cyber tools and cyber

weapons. Thatdés one area where cooperation 1is
Anot her area, which youb6re all wvery familiar

norms not only in the United States but in many other countries, especially

in Europe, where the basis for so cietal cooperation in a sense of governance

are deteriorating. A third area is climate change, where one could certainly

look at this as a technical problem. | hope technical progress can be made,

but i1 tbdés also a coll ective aaumbeosrofagarsado!l em of
work together.

Interdisciplinarity is another area where cooperation is needed and is not

trivial to attain. The research on what makes interdisciplinarity succeed

when it does and what its characteristics are has exploded in the last ten
years, in part because of the ability to do large -scale analysis of things like
citations and see whether people who publish articles together from different
disciplines are more successful in, say, achieving citations.

There are a few things that are known. One is that interdisciplinary research

has higher variance. ltés not a higher averag
variance, so sometimes it does very well and many times it does not so well.
So, itdés not necessarily twbrhisbettenifweecoudt er di s ci

understand better barriers to make it work, we could maybe change that.

Another finding is about preferential attachment. The idea is if you work with

somebody, youodre |ikely to work with t-hem aga
order, where you'll work with people that worked with them again. Another

result is that you can map the disciplines in two dimensions such that

distance represents the probability of collaboration; for example, you might

have a lot more collaboration between, s ay, physics and chemistry than you
woul d between physics and sociology. Thatds n
|l ook plausi ble and reasonably stabl e. But t ha

interdisciplinarity.

The questions that | 6ve becenttyaicaboudr est ed i n mo
collaboration and what can make it succeed, also about the evolution of
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disciplines themselves. The part of collaboration that is well understood is

that if a team has a diversity of tools and backgrounds available to them o}
they come from  different cultures, they come from different knowledge

sets d then that allows them to search a space and come up with solutions

more effectively. Diversity is very good for teamwork, but the problem is

that there are clearly barriers to people from diverse backgrounds working

together. That part of it is not well understood. The way people usually talk

about it is that they have to |l earn each ot he
terminology. So, i f you talk to somebody from

to use a different word for the same concept. That also comes up with
Americans talking to Chinese about military things. That seems to me just
part of it.

Another part of it is whether they have common goals. For example, if there
are two different disciplin  es, the researchers might want to publish in
journals from their own discipline so that their own peer group will recognize
the contribution, and that could be a conflict of interest between them that
they need to work out.

The other problem is that what t hey come up with in a collaborative

interdisciplinary activity may not be recognized as a contribution by any

field, and this is especially true when there are new fields. One of the things,

t hough, that does make the intertaesci plinary
involved with work is having some tools in common. For example, game

theory is understood as valuable and taught in much of the social sciences

and the biological sciences, so being able to collaborate with someone who

knows game theory gives us a ch ance to make progress.

lan mentioned civil war in a body as an interesting aspect. | saw an agent -
based simulation of a growing cancer where the agents were the cells. |

asked the computer scientist that developed that with a student, "What are

the premise s that go into that simulation? What are the mechanisms?" They
pointed me to an article on the hallmarks of cancer, and it turns out that

there are about eight different defenses that the human body has to keep

cells in line from becoming selfish and askin g for more resources than is

good for the host. The common understanding was that a single cell line

develops the mutations necessary to overcome each of those defenses, but
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when | saw the simulation and read about the mechanisms, | realized that
that wasn 0Ot necessary.

Let me give you an analogy: If you have two thieves robbing a house and

one of them knows how to turn off the alarm and the other one knows how

to pick the |l ock, they dondét both have to kno
defenses as | on gveliagstogetherely camcer, seme af the

defenses are overcome by putting out a certain chemical saying, "Build a

capillary in my direction," basically asking for more blood and more oxygen,

but another cell nearby might be exceeding its normal capacity to do

somet hing which would overcome another defens
together, you dondét need a single cell i ne.
channel for therapy, which would be to interrupt the cooperation in the cell

line.

| went to a geneticis t and an oncologist, and we worked out some of the

i mplications of this. First of all, we found
stated and, secondly, it was biologically plausible, so we wrote this up. So,
here was collaboration between a political sci entist, an oncologist, and a

geneticist. When we proposed this speculation about how things might be,

we got two reviews. One of them said what we were proposing was

impossible, and the other one said what we were proposing everybody

knows. Anybody had ap  air of reviews as challenging as that? Obviously, we

di dndt explain ourselves very well, so we pic
rewrote it, and tried to explain why itds nei
thing that people knew.

What provided the basis for the collaboration is that | was looking at this
from a social science perspective of community action and cooperation, and
the others had the competence about how cancer works. We were working

on a known problem, which is, for example, how does civil war i n your body
get under control and how does it lose control? One of the opportunities for
success is if therebés already a known probl em

way of attacking it or making progress on it. As long as the problem is

accepted in at least  one discipline, then it seems to me you could use any

tools and any new concepts as long as you could make progress in the terms

that the people that care about that problem
that they dondt realize they have, I tds much
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Let me talk about the evolution of disciplines, which is one way to think
about this. One way to approach disciplines is to see them as an ethnic
group or a language group where the people within a discipline are able to
talk to each other well. This is because the disciplines have become
institutionalized so that anybody that calls themselves an economist or
geneticist knows a whole bunch of stuff that almost every other economist
and every other geneticist would know. So, they can talk to each other in

the areas that the discipline has defined as

fine, but ités |li ke a gravity model i n a sens
more and more coherent over time, and that ma
body of concepts, andte  rminology, and science, and previous experiments

that are shared, and that makes that kind of

another group over here that has coalesced in a different place in this high

dimensional space. As they each coalesce, they beco me further apart with

fewer people in between.

Another analogy might be like Spanish, French, and German. There used to

be a whole series of dialects that are more or less continuous across that

space. Eventually, those three countries established the cano nical way of
saying German, French, and Spanish and taught it in the schools, which was

very useful in the Industrial Revolution when you wanted people from a

distance to be able to deal with each other. Then it wiped out most of the

stuff in between, Cata lonia being a surviving exception.

I n disciplines webve converged, the convergen
matter ; itéds incredibly wel!/| institutionali ze
represent disciplines like physics and economics, they also control career S.

They decide whom to hire and, therefore, professionals have a strong need

to be attractive to at least one of those disciplines. Not only that, but they
control the entry. They control the training process to determine what it

takes to get a PhD in X or Y. They also control, to some extent, the journals

and the major professional conferences. They
journals or smaller conferences. So, when a group like us gets together with

different backgrounds and tries to communicate, there ar e several questions

about whether thereds an emerging discipline
and cognitive psychology, because all those disciplines are so well

established and institutionali zed. l'tds not e
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|l t0s easier to get a,cdoutten tdsi weryermhmapms t o t
established groups to give tenure lines, faculty, resources, course credits,
and the ability to grant the PhD under their label. The way these things have

coalesced to some extent is accidental, though not completely be cause there
is a difference between what chemists study and what physicists study din
the matter of scale, for example. In other fi

boundaries would be if you started over again or, more to the point, where
they should be n  ow.

You cané6ét erase the boundaries and just redra
tried that. Carnegie Mellon and Irvine are famous for having redrawn

boundaries, and you can see that the problems they have include the fact

that they candt de vreorganzatien aawosssthe acddemio f

community. So, they're at a disadvantage, say, on whether their PhDs are

hirable and whether the cluster of things that they teach in one of their

structures doesnodt correspond to what anybody

The evolution of  disciplines seems to take several forms. One is the splitting

off of a single discipline into several disciplines or usually one. Maybe

astronomy is on the edge of being separated from physics in some places

and not others. Clinical psychology is quite dif ferent from developmental or
cognitive psychology, but theyore stil!l hol di

Sometimes a new discipline can arise from the territory between.

Biochemistry in some places is a new discipline. One of the constraints that

helped define this is how m uch can a PhD candidate learn in five years? They

can learn a set of tools, concepts, and experiments. When a single discipline

is in the situation where some of it takes five years to learn and other parts

take a different set of tyfripefoesepamtmgtsose t hen it 6s
things out and giving them different names and then having fission, and

thatodos certainly one way that it happens.

Another way, though, is more typical of this room, which is where people
from many different disciplines are wor king on some problem area, like
guestioning what intelligence is and how the mind works, and how can we
accomplish more effective Al and what would it mean to do that. So, we can
gather together in this room and try to understand each other, which is

certa inly a significant task that can be promoted by having repeated
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meetings of | argely overl apping people, but i
institutional frameworks.

Caroline mentioned just before lunch the topic of immunology and how the

immune system h  as a kind of intelligence. Let me give you another

collaborative example dealing with the immune system. | had worked with

evolutionary biologist Bill Hamilton on evolution of cooperation in biological

systems. A couple years later, he came to me and he ha d a theory of the

origin of sex, and the theory was that iitdés a
That seems very strange, and it goes like this: Parasites have an incentive, a

biological selection pressure, to look as much like you as they can. If they

look like you, your immune system will not identify them as non -self. You
canimagineahigh -di mensi onal space, basically the an
located here and the parasites can evolve to become more and more similar

to that and eventually get to the point where you dondét recogni

foreign. They have an advantage because they can reproduce perhaps 100
or more times faster than you can. So, they can outrace you as you run
away from them. When | mean you, | mean your progeny over generations.

Bill Hami |l ton6és i dea of what sex does for you s
one adult here, and theydre quite different i
their immune systems and to parasites. If you could take some of the genes

from this one and some of th e genes from that one, youbve r
jumpinthishigh -di mensi onal space. You havenodot | ust

If you had asexual reproduction, your children would be very much like you,

but 1 f itds sexual, then from tylhebpa@i wterof vi

different. Therefore, sex is an adaptation to resist parasites. The problem it
has to account for is that only half of the adults have offspring. This is a

tremendous biological disadvantage. 1t could
lottooverc ome, so thereds got to be some power ful
to show that at | east I1tds plausi bl e. He said
explicit about the three characteristics of your adult, and then if you have

three others from the other adult an d you mix those and then model that,

but he coul dnot do the math after about t hree

| learned about the genetic algorithm from John Holland where you can have
long strings of chromosome simulation. "Seventy is no sweat," he said,
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"thatdés just what | need." So we did some sim
make the search problem hard or to make sex valuable.

The problem of why we have sex is a wel/l unde
understood that thatods a s ertheorpybecaysetbebl em i n D
two for one disadvantage is so great. There's another explanation for why

sex is the answer, but this one looks pretty cool. This allowed me to take

something from computer science search techniques and adapt it for a

simulation of an ev  olutionary biology technique.

We are now faced with the question of intelligent Al systems, and that is a

lot like disciplinarity. The humans have some set of concepts, and the

artificial intelligence system will have another set of tools, concepts, ways o f
organizing the world, and thinking. How can we promote the effective

collaboration of humans and intelligent systems? Then the other question is,

how do you guys do it, and what is your experience with effective

collaboration across disciplines?

* *k k% %

STEPHEN WOLFRAM: Has anybody made a giant wall chart of the
evolution of disciplines over the last few hundred years?

AXELROD: | 6ve | ooked for that, too. No. There ar
universities that have been around a long time, like the University of Padua,

which separated philosophy from | aw. But | ha
That would be interesting to do.

NEIL GERSHENFELD: St ephen, could you derive it from
ingested?

WOLFRAM: | was wondering. The Web of Science, t hrough which you get

the Science Citation Index is hard to get acc
citation project where journals are contributing their citation metadata,

which started maybe two years ago or somet hin
but that data  is mostly fairly recent data.
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GERSHENFELD: Erez Lieberman Google Book data, and he did a
surprisingly good job of deriving history.

WOLFRAM: I n academia, there isnbdét management of
company, there is management of hatthes ear ch. It
tradeoffs are between managed research and unmanaged research.

(@}

CAROLINE JONES: Historians like to see the pattern of disciplines as

infinite proliferation. So, the phrase "renaissance man" was invented in the

17+ and 18 thcentury to describe a lost nostalgic moment of wholeness, when
you possessed all disciplines in one person. It was already acknowledging

that there were divisions happening.

PETER GALISON: What do you see as the main difference?

WOLFRAM: For my company, and | ciantfoally,mtay t hi s ve
overthity -somet hing years weoOve developed the conc
put together these teams of people with different expertise and they will

work together. In earlier times, that was hard to achieve, but we finally got

to the poi nt where, culturally, we expected that people from different

backgrounds would work together in teams. | d
happens in universities as effectively. It
for us to achieve.

(@)
(72}

DAVID CHALMERS: 1 donét rrevhod weHs eho said the best
interdisciplinary conversations take place in
IAN MCEWAN!: | attended a university in which the

in the early 0660s days of great optimism in G
map of learning. Interestingly enough, every student of the humanities was

required to read three books. One was Turnerd
the American West, one iCyilizdtancobtie Bur ck har dt 6 s
Renaissance, and t he ot her wRelgionfaadthe Rigedfs

Capitalism. This was based on the understanding that you could not

approach the humanities without a background in historiography, the nature

of history, and the changing ways in which history is studied. That whole

project lasted ab out fifteen years and then was swept away. Now, when | go
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back to my old university, thered6s the Histor
Department & a kind of inertia dragged it back.

GEORGE DYSON: You already gave the answer to your question, or
Hamilton did in  his beautiful explanation for the origin of sex, which was the
same reason you should have these interdisciplinary things because it allows
you to outrun the parasites who build up in the History Department.

SETH LLOYD: Sex is the ultimate interdisciplina ry act.

JONES: It speaks to the internal problem of errors in replication that
accumulate without hybridization. Self -replication without hybridization risks
a lot of errors and repetition of errors and accumulation of errors.

WOLFRAM: You see a discipline in its first generation, the people who

founded the discipline are still around; they still know what the fundamental

guestions are; theyoére stild]l often a bit inse
that the discipline is based on. Then you get to more gen erations, and by

the time youdbre at third generation of peopl e
discuss the foundations. It is just assumed.

If you look at the period of maximum fertility, maximum lasting effect of a

discipline, is it the case that most of it i s in the first ten years? Is it in the

first twenty -five years? Is it in the first generation? Should disciplines be

eut hani zed after theybve gone through five ge
basically wonét produce significanethroghut put by
five generations of people.

AXELROD: | doubt t hat . | t seems to me thatos | ik
of some cul ture because 1itds been around a | o
much out as it can. That seems silly.

WOLFRAM: That 6 s an e xionrbatmg queston is, at what point in
the curve? |1 tbés true with conferences, for e X

AXELROD: Paradigms can get mature and stale, but disciplines can change

paradigms, and thatodés a possible form of regr
interesting example  of biology where the disciplines of biology have been
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now reorganized to turn 90 degrees. It used to be botany and zoology o}
pl ants and ani mal s. Now itds skin in
evolution and skin in is microbiology, so they just turned the whole thing
sideways. Thatdéds a case where there s
bi ol ogical disciplines than there are
thereds more things being discovered

The disciplines are oftentool  -based. Mic robiology wouldn't be possible
without microscopes. As we get tools to deal with artificial intelligence, for
example, then it gives us an ability to see psychology in new ways.

TOM GRIFFITHS: An analogous rotation is happening in psychology, where
you hav e neuroscience as one set of methods, which includes social
neuroscience and clinical neuroscience, and then behavioral psychology is
another set of methods. Those things would have traditionally been clinical
psychology, cognitive psychology, social psych ology, and so on, but then
getting rotated around into behavioral methods versus neuroscientific

methods, where the questions that are being asked in those groups are now
starting to be quite different.

AXELROD: One problem with a new discipline or new r estructuring is the
evaluation of performance. People in the new field will tend to say that

anybody in the new field is worth valuing, worth promoting, worth funding.

And because it's a new discipline, it doesn't have a well - established
hierarchy that you  can look to and say, "That journal is the best in the field."
Even if you could claim that a journa
necessarily say how it would rank among other things in a broader area.

An ability to do high quality and consens ual evaluation outside of a new area
means that there's a comparative advantage for somebody not very good to
go into the new area. That in turn leads to a suspicion of people in the old

and skin
til | i s
anywher
faster.

[ is the

area that the new area is attractipndpthpeopl e t

old thing, not that they werent6t inte
some sense, but maybe because they see they would thrive in some area
where the evaluation is harder.

LLOYD: Sometimes what can happen to an old field, particularly th ose in
which the original founders of the field might not have been the nicest

rested i
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people in the world, is that they can get grumpy and refuse to cite each

other. Who was telling us about an NSF panel where there are these three

solid - state physicists on this NSF panel, and they recommended none of the
proposals be funded.

WOLFRAM: One thing | 6ve noticed in the creation

ask who are the people who come into a new fi
example, are they young people? Are they old people? Whatods the tyrg
person who comes into a new field when itds c
that itdéds not just young people who come into
case that there are fields or paradigms that are suitable for particular

indvi dual s for one reason or another, and if th

time in history when their paradigm is one that is being pursued, then they
gravitate to that and they start doing it.

My anecdotal observation is that if you look at people who com e into a new

field when itdéds young and then you wait twent
half the people who came into the new field when it was young are still in

that field, and the other half have gone on to do three new fields or

somet hing aftewurfibats. wham ot her peoplebds expe

ALISON GOPNIK: Therebés an interesting tension that
Tom was saying about when fields bifurcate in terms of methodology or

when they bifurcate in terms of content. In some ways, the methodologica I

differences make it harder to communicate because the tools are different.

On the other hand, my experience has been that successful interdisciplinary

cases are those that occur when you get people using different methods who

were trying to answer the sa me question. Sometimes you get questions that

are even narrower than the question youb6d typ
domain question. For example, rather than asking how we're going to solve

the problem of the mind, we ask how we're going to figure out ho w causal
inference works. Thatodos a nice example of whe
real interdisciplinary work.

Another example is the question of how are we going to figure out how
people understand whatdéds going on in other pe
be called theory of mind. That promoted genuine interdisciplinary work, and
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that was because you had people with different methods who were trying to

solvethe same probl em. I candét even think of exa
happen is that you get a bunch of people toge
all using the same methods and we want to find out more about the

common methods even though weoblems" sol ving di ff

AXELROD: Does anybody have examples of collaboration across disciplines
that didn't work?

LLOYD:Li ke you, | 6ve done a | ot of interdiscipl
invading a number of fields. Some fields very
but al so at the same time theyodore flattered th
attention to them. Starting about ten years ago, | and some friends from the
guantum information community realized we could make some reasonable

contributions to this field of quantum mecha nics and photosynthesis. This is

a small field full of grumpy ol d men who neve
Science proceeds one death at a time. At one of the conferences | said, "

|l 6ve never met a field so closed in. You can
specialty by dying yourself,” which graduate students thought was very

funny, but the professors didnoét think i1t was

AXELROD: Your problem of how does photosynthesis work was obviously

accepted as important. Photosynthesis is obviously accepted a s an important

thing and how it works was understood. It was already understood that they

didndét have a complete satisfactory account a
provide a better account then they could appr
no matter what  tools you used to get there.

JONES: But hedés saying it was cranky and they di

LLOYD: It ended up being accepted. They did need to learn about it because

they didnét understand what was going on with
methods that w e supplied did allow them to figure that out, but boy they

were dragged kicking and screaming to this an
work.

JOHN BROCKMAN: You mentioned that youbve gone back
than writing this book you were talking about. So, what is your science? How
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would you define advances in the science? | d
field is.

AXELROD:I guess 1 6d put it two ways. The core o
international relations, especially great power relations and issues in times

of war and peace. | 'm also a math modeler. 160
do math modeling, in particular, agent -based modeling and Santa Fe

l nstitute kind of complexity worKk. |l 6m an opp
so if | see a model of a simul ation of cancer, | try to figure out how it works.

| make a real effort to meet people and talk to them often over lunch and
sometimes at meetings like this one.

So, my field could be something different. I
specialized in artificiali nt el | i gence, but 1 6m fascinated b\
scientist, | see that one approach to autonomous vehicles o which are our

best example currently of sophisticated artificial machines 0 is to make them

more sophisticated and better able to understand the envi ronment and avoid

mistakes. A whole other approach involves legal liability questions. The

problem is, whobdés going to take responsibilit

we institutionalize that judgment between the insurance companies,
between the manufactu rers, between the owner of the car, between the
person that sets the parameters?

LLOYD: Would you recommend to a junior faculty member to pursue
interdisciplinary work?

JONES: There are fields that privilege single author and fields that privilege
multiple authors, and I think the answer would be different based on these

two models.

AXELROD: In order to get tenure, the tenure committee wants to know how

good a bet you are in the |l ong run. Let 6s say
the same senior person. Well, thatds not a way to build up a
could be evaluated. I f youdre going to do col
collaborate with different people to so that your work is distinctive. The

ot her is to make s ur euthotedworkisa umdangyows bhestg | e

work. Work with different people and make sure that your single -authored

stuff is among your best
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ALISON GOPNIK
A Separate Kind of Intelligence

't 1l ooks as if thereds a gener al rel at
childhood and the fact of intelligence. That might be informative if one of the

onship

things that wedre trying to do is create art:.i

artificial intelligences. In neuroscience, you see this pattern of development

where you start out with this very plastic system with lots of local

connection, and then you have a tipping point where that turns into a

system that has fewer connections but much stronger, more long -distance

connections. I't 1 sndét just a continuous process of
out with a system thatodos very plastic but not

into a system thatodés very efficient an

d

not \Y

|l tés interesting that that i snét an architect

But 1 tds an aatbidlogytseems touseovdr énd over again to
implement intelligent systems. One of the questions you could ask is, how

come? Why would you see this relationship? Why would you see this

characteristic neural architecture, especially for highly intelligent species?

ALISON GOPNIK is a developmental psychologist at UC Berkeley. Her books
include The Philosophical Baby and, most recently, = The Gardener and the
Carpenter: What the New Science of Child Development Tells Us About the
Relationship Between Parentsa  nd Children.

* *k k% %

ALISON GOPNIK: Everyone knows that Turing talked about the imitation

game as a way of trying to figure out whether a system is intelligent or not,

but what people often dondét appreciate
three paragraphs after the part that everybody quotes, he said, wait a

minute, maybe this is the completely wrong track. In fact, what he said was,

"Instead of trying to produce a program to simulate the adult mind, why not

rather try to produce one which simulates the child?" Then he gives a bunch

of examples of how that could be done.
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For several years |1 0ve been pointing to that
reading after the first section. | was searching at lunch to make sure that |

got the quote right, and | discovered that when you Google this, you now

come up with a whole bunch of examples of people saying that this is the

thing you should be quoting from Turing. Ther
that the explosion of machine learning as a basis for the new Al has made

people appreciate the fact that i1 f youdre int
to learn about the external world, the system that we know of that does that

better than anything else is a human child.

One of the consequences of that, wh ich is not so obvious, is thinking about
children not just as immature forms who learn and grow into an adult
intelligence, but as a separate kind of intelligence, which is implicit in the

Turing quote. That fits with a lot of interesting ideas in evolutio nary biology.
Il n evolutionary biology thereds increasing wo
but i f you talk to devel opment al psychol ogi st

it. Life history is the developmental trajectory of a species: how long a
childhood it has, how long it lives, how much parental investment there is,
how many young it produces. That general feature of what its life history is
like is often much more explanatory of other features of the organism than
things that might seem to be more apparen t; in particular, a relationship
that comes up again and again is a relationship between what we perhaps
anthropomorphically think of as intelligence, things like being able to deal
with many different kinds of environments, learn about them, and adapt to
them effectively. That turns out to be very consistently related with a
particular life history pattern, namely a life history in which there are few
young, a very long period of immaturity and dependence, and a great deal
of parental investment.

The strat egy of producing just a few younger organisms, giving them a long

period where theyo6re incapable of taking care
having a lot of resources dedicated to keeping them alive turns out to be a
strategy that over and over again is associa ted with higher levels of
intelligence. And thatdés not just true for pr
analyses of hundreds and hundreds of primates
birds, for cetaceans, and itds even true for

subcategories of butterflies that depend more or less on learning, what you
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see is that they have a different developmental trajectory, such that the
ones that depend on learning have a longer period of immaturity and
produce fewer offspring. It turns out t o even be true for plants and for
immune systems.

Creatures that have more complex immune systems also have this longer

devel opmental trajectory. It Il ooks as i1 f ther
between the very fact of childhood and the fact of intelligence. That might be
informative i f one of the things that webre t
intelligences or understand artificial intelligences. In neuroscience, you see

this pattern of development where you start out with this very plastic system

with | ots of local connection, and then you have a tipping point where that
turns into a system that has fewer connections but much stronger, more

long -distance connections. |t i snbét just a continuous pr océ¢
So, you start out wsivénhplastic mtyat veg efficiertt, and 6

that turns into a system thatoés very efficien
flexible.

|l tds interesting that that isndét an architect
But i1 tdés an architect ur esebverandoueiagainkogy s eems t

implement intelligent systems. One of the questions you could ask is, how

come? Why would you see this relationship? Why would you see this

characteristic neural architecture, especially for highly intelligent

species? We 6 r e wtay thecend of the distribution. Chimpanzee young

are producing as much food as theydre consumi
but we humans ar eevéntinfaagdar cugures haitnt i | wedr e fi ft
and we have much larger brains and much greater cap acities for intelligence.

A good way of thinking about this strategy ma
resolving the explore  -exploit tradeoffs that you see all the time in Al. One of

the problems that you have characteristically in Al is that as you get a

greater range of solutions that seem to be moving in the direction of a

system thatodés more intelligent, a system that
different ways, what you also have is a big expansion of the search problem.
If there are many more different things that you can do, how can you search

through that space more effectively?

83



One way to solve that problem that comes out of computer science is to

start out with a very wide -ranging exploration of the space, including parts

that might turn out to be unprofit able, and then gradually narrow in on

solutions that are going to be more effective. My slogan is that you could

think about childhood as evolutionb6s way of

evolutionds way of starting out witskarcl very

and then narrowing it. The problem with a high temperature search is that

d
h

you could be spending a | ot of time consider:]

effective, and if youdre considering soluti
going to be very g  ood at effectively acting in the world, performing the four
Fs and doing all the other things that we need to do as adults.

An interesting consequence of this picture of what intelligence is like is that
many things that seem to be bugs in childhood turn o ut to be features.

0]

Literally and metaphorically, one of the thi

noisy. They produce a | ot of random vari abi
the annealing idea to a gener al audi ence, I
thinkin g about this system. Herebs a big box f
be wildly bouncing around this box going from point to point and bouncing

off the walls, or you could just be staying in one place and carefully

exploring the space. Which one of those sounds like your four  -year -old?"

That randomness, variability, and noise 0 things that we often think of as

bugs d could be features from the perspective of this exploratory space.

Things like executive function or frontal control, which we typically think of

as being a feature of adult intelligence 0 our ability to do things like inhibit,

do long -term planning, keep our impulses down, have attentional focus & are
features from the exploit perspective, but they could be bugs from the

perspective of just trying to g et as much information as you possibly can

about the world around you.

Being impulsive and acting on the world a lot are good ways of getting more

A

(0]

data. Theyodére not very good ways of planning

you. This gives you a different picture about the kinds of things you should
be looking for in intelligence. It means that some of the things that have

been difficult for Al to do 0 like creativity, being able to get to solutions that
are genuinely new and  not crazy 0 are things that humanc  hildren are
remarkably good at. In our empirical evidence, they're often better at it than
human adults are.
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You can have a | ot of random search, or you ¢c

highly constrained, but the combination of being able to solve problems that
are highly constrained and search for solutions that are further away has
been the most challenging problem for Al to s

children characteristically solve more effectively than adults.

There are some other consequences of th inking about this particular life

history as a solution to intelligence. For example, one of the things that we

know children do is get into everything, and one of the things that we know

that adult scientists do is experiment. That's active learning, wher e youobre
determining what your data sample is going to
metaphorically expending energy on getting the right kind of data sample,

one that will not only be useful but will be the exact kind of data that will

cause you to change t he current view that you have of the world. It's a very

unusual thing to be able to do, to go out into the world and spend calories

and energy in order to turn out to be wrong.
very characteristically do, and if Danny Kahnema n were here he could tell
you adults very characteristically dondt do.

Another aspect of what children are doing that would be informative for

thinking about intelligence in general, is that children are cultural learners.

One of the effects of this life h istory for human beings, in particular, is that it
gives us this capacity for cultural ratcheting. It gives us a way of balancing
innovation and imitation. If all we did as a result of cultural learning was

imitate exactly the things that the previous gene ration had done, there
would be no point in having cultural l earning
between how much you are going to be able to build on the things that the
previous generation has done and how much you are going to be producing
somet hi ngnew dnaughdso it would be worth having the next

generation imitate. Having this developmental trajectory where you start out

with a broad exploration and then narrow in on exploiting particular solutions
gives you a way of solving that problem in the con text of cultural evolution.

There are other ways that you can do that even as an adult, like have an
interdisciplinary conference, or give adults things to do that are new.
Recently, I've been interested in looking at psychedelic chemicals, which
seem to have the rather surprising effect of putting adult brains back into a
state of plasticity that looks much more like childhood brains. So, the effect
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of psychedelic drugs neurally is that it increases the local connections and
breaks the long -distance netwo rk connections. It literally induces plasticity
and induces more synaptogenesis.

The ones that have been studied the most are psilocybin, LSD, MDMA, and
ketamine, all of which have the same phenomenological properties. They

also all turn out to have this s ame neural effect of driving the system back

to something that looks more like childhood plasticity, which may be an

interesting way of testing some of those ideas. It would be a good

explanation for what otherwise seems very puzzling, which is that a smal I
chemical change, at least by report, can lead people to have large changes

in the ways that they see the universe or in the ways that they behave.

One of my slogans is that you could think about psychedelics as doing for

the individual what childhood doe s for the culture: | t t akes

relatively rigid and injects a bunch of noise and variability into the system,
shakes it out of its local optima and lets it settle into something new.

Thinking about learning, in terms of active learning 0 having computers that
would go out and play, and explore, and get into things the way that young

children are playing and exploring and getting into things 0 is a sense in
which children might be a model for intel

models of intelli gence that we currently have. Thinking about systems that
are learning from previous generations could be a model for intelligence

thatdos different from the model s of i nt el

Thinking in this life history perspective, another t hing thatodos disti

human intelligence is that having a life history with a long childhood and a

lot of caregiving changes our conceptions of moral relations. Our model for

naturalizing morality has very much been a model of contracts, thanks to

people | ike Robert. ltdés been a model of
more or less equal in their status and in their relation, who are trying to

develop a contract that will lead to the best outcomes for both of them. If

you think about both markets a nd democracy, those are essentially

wonderful institutions and inventions that maximize that process of contract -

making so that we don o6-to-fatacordracts o maxenizeeourf a c e

preferences.
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If this picture is right, caregiving relations are abs olutely key to having this

life history. Every parent, no matter how bizarre or weird or crazy their child

is, is committed to taking care of that <child
relation than a contractual rel atiorare | tos
going to take care of you when youodre ol d bu
and that doesndt seem to be the motivatio
something about protecting a next generation that can introduce variability

into the system. They have this fundamental asymmetry and transparency

about them, so when youdre attached to a baby
matter very much. You donét know very much ab
the baby are. You dondét know whet tuetobet hat bab
valuable or not. Thereds just this transparen
having that transparent attachment that lets you have the noise and

variability and mess.

If you were only attached to your children because you thought they were

goin g to come out really well, or you wanted the children to come out as

well as they possibly could, the sensible thing to do would be to look out at

the universe of children and find the ones that you felt were most likely to

succeed and then have everybody put all their love and attention into those

and let the other ones perish. That seems like a crazy system. Part of the

reason why ités a crazy system i s because if
source of unpredictable variability all the time, then the moral commitment

that you need to be able to allow unpredictable variability to thrive is not

anticipating what the outcome of caring for t
moral and political life that has that character of unconditional commitment

toaperson, or to a community, or to a nation, and
why those unconditional commitments give us a
different from the tit  -for -tat contractual moral commitments.

One of the things that is fascinating about the Macy Conferenc es is that they
have some of the earliest studies of things like longitudinal language

acquisition before language development was a discipline within the official
disciplines of psychology. People in that group were doing that kind of work,

which echoes t hings that people here have said: If you want a good account

of intelligence, thinking about those developmental trajectories both in the

literal sense of thinking about children and adults, but also thinking about
developmental trajectories more generally 0 thinking about developmental
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trajectories over history, thinking about the ways that you could adjust to an
environment over time & those are going to be a crucial piece of the story
thatds missing from the kinds of accounts tha

NEIL GERSHENFELD: There are beautiful algorithms emerging in machine
learning that nicely interpolate between simulated annealing and gradient

descent. You were describing those as extremes, but what these algorithms

do is start by sampling the space, from there you use it to make an estimate

of the distribution they were drawn from, then you re -synthesize from the
distribution you estimated and use that to re -estimate the distribution. The
way those propagate is they start looking like simulated annea ling but they
end up looking like gradient descent. In a nice way, the model grows. It

might be an interesting analogy.

ROBERT AXELROD: The gradient descent is a function of temperature. So,
if you have a high temperature, yaoaudbre not do

GERSHENFELD: What |1 6m describing is not simulated
annealing is a simple thermodynamic model. Simulated annealing does a

bad job of using local gradient information, which is the basis of back

propagation i n machi ne descelangis somaghingthdh at | 6 m
crosses over in an interesting way. You start by sampling a distribution

broadly, then as you re  -sample it you start to tighten the estimate, and then

as you tighten the estimate you end up doing something that looks like

grad ient descent. One of the banes of simulated annealing is determining

the cooling schedule and how to do the innovation. This is a very different

way to answer it that crosses over between them.

AXELROD: I like the simulated annealing metaphor a lot, but wh at | was
thinking is that you were describing it as, in simulated annealing terms,

lowering the temperature. You broaden expiration and you lower the

temperature. But simulated annealing itself typically raises and lowers the
temperature on some schedule s 0 you can jump out of the local optima. |

was thinking, do children then become more plastic? Is adolescence is like

that?
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GOPNIK: One of the things that we have discovered empirically by looking

at some of this is that if you look at physical problems, li ke trying to figure

out how a machine works, what you see is something that looks like high

flexibility and high search early on, and then it drops around school age and

stays the same. Maybe it's that debate about whether that's the effect of

schoolorth e ef fect of school age. 1 toés probably t
stays the same and then drops in adolescence. If you take a social problem,

what happens is that you get the most flexibility in adolescence.

Preschoolers are very flexible, then you declin e. Adults are not very flexible.

Adolescents are showing this peak that fits the neural evidence about

plasticity, specifically in social areas. Presumably something like graduate

school is a way of doing the same thing, plunking people into a situation in

which theyére forced into increased plasticit

TOM GRIFFITHS: So, if | understand your argument, graduate school is
like taking LSD?

GOPNIK: Yes, at its best. Sometimes those two things are combined, but

the general idea would be that being put in a spac e in which the usual

exploit strategies that youbve | earned are no
effects. Thatds true. The vividness of phenom
experience, the emotional lability, which is characteristic of preschoolers, of

people on psychedelics, of going to the center at Stanford for a year 0 those

things are not just a joke, they're connected to one another.

|l 6ve talked to a | ot of people who are doing
typically say is, "Yes, we use annealing schedu l es all the time, but
of those artisanal things." There aren't general proofs about the way that the

annealing schedule should work, about what's more effective in this context,

about a general principle 0 aside from the general optimization idea, or the

general getting out of a | ocal minimum idea.

understood in a coherent theoretical way.

r not . Il 61 1 give you some ref e

GERSHENFELD: T h ey e
| 6 mentioning in response to that

0
al gorithms m

SETH LLOYD: May|ls hare Wiredés best scientific graphic o
This is from a paper by friends of mine. Webor
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algorithms for topological analysis of data. This is called "Homological

Analysis of Brain Function."” They took functional MRI data of the brain. The

one on the left basically shows clusters of thought processes. There are

about seven highly clustered processes, and t
with little links like this. Then the other one on the right is the same group of

peoplehavin g t aken psilocybin. Let me just summar.
the picture of i1it. When you take psilocybin i

connected man."

GOPNIK: ltis literally true that if you look at the developmental

neuroscience literature, you essenti ally see that graph but going in the other

direction. What you see is lots and lots of local connection. And this is

boilerplate. One of the few things we know about developmental

neuroscience is that you start out with lots of local connectivity and then as

ti me goes on you get segregation. That graphi
this argument.

RODNEY BROOKS: Getting back to life history, you were painting a very

broad picture & humans and great apes 90 but other animals also have the

charact er i st otthat thdgaoup of children alhhappen at the same

time, progress in the same period, and then go away. In human families

over a period of time, therebés a |l ot of sibli
siblings. That happens in most great apes. Does it happen in other animals,

too, or is that unique?

GOPNIK: One of the things that seems to be different is that in most
animals you have a clutch of young all at onc
developmental progression.

If you look at the parental investment side , humans have pair bonding and

all oparenting, including siblings being invol
got distributed siblings means that older siblings are involved in a lot of

caregiving. They have postmenopausal grandmothers and of course they

have biological mothers 6i t 6s t hose adaptations that you

speci es. But | dondédt think therebds any ot her
them: pair bonding, alloparenting, and postmenopausal grandmothers and
grandfathers. Well, grandfathers are more complicated because t|

postmenopausal, but you have this extra twenty years essentially that
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people are investing in care. Not only do you have much more caregiving,
but you have much more distributed caregiving, if part of the picture is

sup posed to be this picture of introducing a burst of noise, as it were, in
each cultural generation. Part of getting that noise is just having these noisy
children, but part of it is also the fact that very different people with

different knowledge are givin g them different kinds of information and
models about what the culture is like.

GEORGE DYSON: Young killer whales are educated by their grandmothers.

GOPNIK: Yes, killer whales are a wonderful example of this. When | was

talking about life history, | said we are also the only species that has
postmenopausal grandmothers, except killer whales. Killer whales, go figure.

It turns out that killer whales also have more culture than even other smart
cetaceans, not just the adaptation to intelligence but the adap tation to
culturally transmitted intelligence seems to be connected to this second -
generation transmission.

G. DYSON: One of the grandmothers off Vancouver Island just died. She
was 105.

GOPNIK: Thereb6s some pretty good evi demae ntoltat
dispersing for killer whales as they are with other cetaceans, the existence of

the grandmother is changing the survival rates for the children and even for

the grandchildren. So, when the grandmothers die, that affects the entire

community.

T h e r goddsanthropological evidence that among human foragers things
like myths, and songs and stories 0 things you might think of as giving you

some of the high -level dimensions of what a culture has discovered 0 that
transmission comes from grandparents to grandc hildren. It skips parents in

forager cultures, so parents are busy telling you what you should do

specifically to hunt in a particular place,

discovered about the world in general are coming from grandparents to
grandchil dren and skipping over the parents.

JOHN BROCKMAN: What if the grandparents are dead?
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GOPNIK: Wel I , the ol der generation, in general
going to be the fifty to seventy -year -olds. The comforting just  -so story is

that if you believe  that, then remembering the things that happened

yesterday if youdre a grandparent 1is not goin
kids already know that, and the parents can know that. Being able to talk a

lot about the things that happened to you when you were very young, that
the stuff that you want I f youdre going to tr
to children. As someone with an aging memory, | find this to be extremely

comforting.

GERSHENFELD: In numerical methods, those algorithms lead to two
divergin g interspersed sets, we could argue. If you have these grandparents
and those grandchildren, and then these grandparents and those
grandchildren, but you get two interspersed sets. They begin to diverge and
that, you could argue, might be why we have gener ations that alternate.

W. DANIEL HILLIS: Presumably, the annealing schedule for the human

mind is optimized not just for the learning phase. We also have the role of

being teachers and caretakers. For instance,

offlearni ng | anguage when youobdre trying to teach a
Marvin Minskyds theory of why it got hard to

adult.

The interesting thing with machine intelligences is that the modes of

transmitting information might be comp letely different. In some sense,
webve got a kludgy method of transferring kno
childrends minds. Certainly, with many repres

knowledge there are much more efficient ways of doing that. In some sense,

a mach ine can be born with all the experience of the previous generations of

machi nes. | 6m curious i f you think that woul d
schedule of a machine.

GOPNIK: The proposal would be that a machine that was doing that without

loss and without noise would be bad. What you want is for each generation,

as you're getting the information from the pr
want to introduce a bunch of extra noise and variability.

92



HILLIS: That might be true, but | dowow seadwhyat
that option in the human met hod of transmitt.
no mechanism by which you could transmit the knowledge through birth.

GOPNIK: We know something about some of the mechanisms of
transmission, and tstmgdemmt@ s the duliural evolatiore r e

community about this phenomenon called over -imitation. It seems to be
very characteristically human that when we're imitating what another human
does, we imitate even fine | evel detsghatl s we d

arendt obviously relevant to the activity tha
can take chimps and children and have someone perform a whole bunch of

complicated bells and whistles to bring about a particular kind of effect, and

the chimps willreadt hr ough to what the actual probl em |
to solve, but the kids will put in the bells and whistles. Presumably,

computers could do both, so the next generation of computers could simply

take all the details about what the previous generation had done, but you
end up with overfitting problems. Thatds a cl
HILLIS:Woul dndét it be equivalent to just having
experience and a | ot more cases that they wou
necessariymean youébére overfit. Thatodos a different i

GOPNIK: Again, this is where it would be nice to have people working out

the computer science to explain what you would expect to have happen in

those conditions versus other conditions.

HILLIS: But my gut feeling is with more information, it would be better.

GOPNIK: We | | |l 6m not sure that thatodos true. Aga
happening is that having more information is just going to narrow the space

of new solutions that youdbre going to search.
BROOKS: The wo rld has changed.

GOPNIK: Yeah, exactly. The world is changing.

HILLIS: Well, okay, that is another issue, but you can know that the world
has changed, too, so you can weight them with time or something like that.
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GOPNIK: Ijust saw a really wonderful paper about this iIis. Thereods
evidence, in birds for example, that environmental variability is a trigger for

these life history changes, especially environmental variability within the

lifetime of the organism, which seems to be the thing that triggers a | ong life

history versus a shorter life history.

HILLIS:Put another way, I dondt doubt that diff e
different amounts of relevance. It seems unlikely to me that the information

that was available to you right from the moment you were born happens to

be just exactly the best set of information.

being able to choose from a wider set of information and weighting it
appropriately, which is not an option with human children.

GOPNIK: Why is it not an option in hum an children?

HILLIS:Because the experiences werenodt recorded
some sense retrain on them.

CAROLINE JONES: But theydére out having experiences.
worl d having experiences. That was your big b
constrained to an information transfer from the parents. There are also

agents in the world.

PETER GALISON: It's interesting to look at what happens within a discipline

like physics where you can have a group of people, like the people who

formed quantum  mechanics & Niels Bohr and Heisenberg & and one of the

things that they did over the course of their life was to come back over and

over again to the hope that an extreme excursion from what was known was

what they needed. For example, wanting to give up the c onservation of

energy, as Bohr did on two or three different occasions. In 1935, Heisenberg

said we need a new revolution to understand why some things that look like

electrons could penetrate a | ot of | ead and o
just had t o stick with the physics they knew and work it out, and it turned

out that thereds just a heavier version of th

Heisenberg thought there were revolutions all the way up past the war, and

he got the young German physicists after World War Il into a whole mess of
trouble because they were departing from productive physics. | just say this
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because if the opposite of a trauma is a traum, they had this dream

experience as young people, Bohrin 1913 and then later, and Heisenberg
whenhewaspractical y a kid in 1924, 625, 626. Then th
that again over and over again.

You can have the consequences of overconservatism being growing old and

not being willing to meet new ideas in some way to have a high enough

temperature of excursion in the annealing process, but if you design the

computer that was always making huge excursio
hurt intellectually. One of the problems is, how do you know contextually

whet her itdés time for a high temperature or a

GOPNIK: This is relevant to what Robert was talking about: Exactly how do
you balance those things across a scientific discipline? In a way, evolution
gives it to us for free with childhood because children aren't sitting there

saying, "In this context, shou Id we be exploratory or not? Is this insane

imagined fantasy going to turn out to be useful in the long run or not?" They

just do it. Thatdés just the way that theyore
institutions that are trying to do the same thing, trying to balance those

t hings, or when youdre trying to design a com
guestion about whether there are contextual cues that you could use gets to

be a relevant problem. Therebés a |little bit o
about these "I ive fast, die young" life history strategies, even within a

species, versus having a |l ong extended expl or
a |l ot of debate. |1 tds not obvious.

One thing is when the environment is variable in particular kinds of ways
overpartic ul ar time scales, ités an advantage to e
youdbve got a |l ot of resources, then you can a
which you canét when you have fewer resource
kids who are under stress or maturing animals that are under stress mature

more quickly. Thatos also underresearched, a
dondét necessarily translate into what happen

(7]

n =S

DAVID CHALMERS: This is super domain relative. There are critical periods
for language learning, early, and then for music appreciation much later, like
when youdre eighteen or something. So, the an
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relative. | guess what | 0m wondering i s wheth
kids are super -conservative, non -exploratory.

GOPNIK: Kids have a single utility theory, which is, "Be as cute as you
possibly can be," and theydére extremely good
other wutility function is relevant to you if
being as cute as  you possibly can be is not trivial. Having a caregiver
environment thatodés highly stable and predicta

any cognitive work in terms of wondering whet
care of or not, thatoés soaredrhti ngr tdaagdyy.s Thloat G s
context where children are extremely conservative. When it comes to their
parents, they dondét want wvariability. They do
want to noise. Theyodore very conservative abou
BROCKMAN: We 6 | | | e a v ee as cute ag you ban possibly be."
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TOM GRIFFITHS
Humans: Doing More with Less

Imagine a superintelligent system with far more computational resources

than us mere humans thatoés trying to make inf
humans who are surrounding it 0 which it thinks of as cute little pets 0 are
trying to achieve so that it is then able to act in a way that is con sistent with

what those human beings might want. That system needs to be able to
simulate what an agent with greater constraints on its cognitive resources
should be doing, and it should be able to make inferences, like the fact that

wedr e not aullateehe zrems of thel Remann zeta function or

di scover a cure for cancer. It doesndt mean w
things; it 6s just a consequence of the cognitive |
As a parent of two small children, a problem that | face al | the time is trying

to figure out what my kids want 0 kids who are operating in an entirely

different mode of computation, and having to build a kind of internal model

of how a toddlerdéds mind works such adat itodos

work outthatt her edés a particular motivation for the
actions that theyo6re taking.

Both from the perspective of understanding human cognition and from the
perspective of being able to build Al systems that can understand human
cogni ti on yableforassto hdve a better model of how rational agents

Should act i1 f those rational agents have | i mi
something | 6ve been working on for the | ast f
to thinking about this that we call resource rationality. And this is closely

related to similar ideas that are being proposed in the artificial intelligence
literature. One of these ideas is the notion of bounded optimality, proposed
by Stuart Russell.

TOM GRIFFITHS is the Henry R. Luce Professor of Information, Technology,

Consciousness, and Culture at Princeton University. He is co -author (with
Brian Christian) of  Algorithms to Live By.
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TOM GRIFFITHS: 1 6 m going to talk about two
contradictory, b argue How they gr@intimagely retated to one
another. The first problem is that people are still smarter than machines.

This is not necessarily a problem for
machines. Despite the recent advances in Al, you can point to | ots of
individual things that people can still do better than computers can, but,

more generally, you only have one system that is capable of doing all of

those different kinds of things, and that system is human beings.

The current trend in machine learni ng is one of solving problems by
increasing the amount of data and the amount of computation that get
thrown at them. If | were showing slides here, | would show you a nice
picture that some of the people at OpenAl made, where they took a bunch of
the rece nt milestones in Al, starting from image net classification through
things like AlphaGo and AlphaZero, and they plotted out as a function of

ti me how much compute went into each
nice increasing line. | would argue that focusing on that trajectory is
something that isndt necessarily going

systems that can do the kinds of things people can do, particularly, this
generality that characterizes human intelligence.

As a historical example , the interaction between Deep Blue and Gary
Kasparov has been taken as evidence for the success of Al, but you can
instead look at it as revealing something important about the power of
human cognition. While Deep Blue won the majority of those games, the
were doing it under entirely different conditions. Kasparov was playing with
the energy equivalent of a light bulb and was able to evaluate maybe three
different moves a second, whereas Deep Blue was playing with a huge
amount of energy resources going i nto it and the capacity to evaluate
something like 100,000 moves per second.

The critical difference there is that one of the things that helps to make

human beings intelligent in the way that human beings are intelligent is
intrinsically the fact that we have limited cognitive resources. Our ability to
efficiently manage, use, and deploy those cognitive resources in different
ways to engage with the different kinds of computational problems that we
encounter is part of what makes us intelligent in the way that we
characteristically think is intelligent.

probl em:

peopl e;

of t hose

to tak
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| f wedre doing slogans | i ke Alison Gopni k was
be, "Humans: Doing More With Less." That kind of perspective is not

necessarily one that is encouraged in the current machine -learni ng based
approach to Al, but it's going to be critical to being able to succeed in

getting past some of the challenges that the field is currently facing.

The second problem, which as | said seems at odds with this, is that people

are not so smart. On the one hand we have people smarter than machines,

and on the other hand we have people with a reputation for being dumb.

You have heard hints about this reputation. People have well known

cognitive defects, and Danny Kahneman is one of the people who helped t o

reveal those defects. The way in which those defects are typically

characterized is in terms of a comparison of human beings against a classical

notion of rationality. This classical noti on
for evaluating human behav ior or, importantly, the behavior of machines.

This classical notion of rationality says that in any situation what you should

be doing is taking the action that maximizes your expected utility without

regard for how hard it is to compute that action. That characterization of
rational behavior is something that is not achievable by any realistic

organism, whether it be a human being or a computer, because all realistic
organisms are limited in the amount of computation that they have available

to them.

The reason why this is something that matters in the context of both Al and
understanding human cognition is that it suggests there might be a different
way that we could go about characterizing what constitutes rational behavior
for realistic entities. It mig ht be one that gives us different insight into
understanding the ways in which human beings behave, and whether or not
the things that we do constitute cognitive defects.

Part of the reason why thatods i mportant for
criterion t hat wedre going to hold Al systems to,
model of human behavior that has the same generality as that classic notion

of rationality, then it gives us an important tool that Al systems are going to

need in order to be able to ac t in ways that are beneficial to humans. It

gives us a component of a system that is going to be able to make
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inferences about what human beings want based on the ways in which
human beings behave.

Imagine a superintelligent system with far more computatio nal resources
than us mere humans thatodés trying to make inf
humans who are surrounding it 0 which it thinks of as cute little pets 0 are

trying to achieve so that it is then able to act in a way that is consistent with

what those human be  ings might want. That system needs to be able to

simulate what an agent with greater constraints on its cognitive resources

should be doing, and it should be able to make inferences, like the fact that

wedre not able to calcul at e etafuretioz eor os of t he
di scover a cure for cancer. It doesndt mean w
things; it 6s just a consequence of the cognitive |

As a parent of two small children, a problem that | face all the time is trying

to figure o ut what my kids want & kids who are operating in an entirely

different mode of computation, and having to build a kind of internal model

of how a toddlerdéds mind works such adat itos
wor k out that thereds a orghavetyst@angé matternofot i vat i on
actions that theyore taking.

Both from the perspective of understanding human cognition and from the
perspective of being able to build Al systems that can understand human

cognition, i1tds desirabl e délofhowvatonadl agenisave a be
Sshould act if those rational agents have | i mi
something | 6ve been working on for the | ast few ye

to thinking about this that we call resource rationality. And this is closely
related to similar ideas that are being proposed in the artificial intelligence
literature. One of these ideas is the notion of bounded optimality, proposed
by Stuart Russell.

Basically, what we want to do is come up with a criterion that describes how

a rational agent, be it a human or a computer, with limited computational

resources should use those computational resources and then act. You can

think about this as characterizi ng a kind of optimization problem, similar to

the classical optimization problem which says that what you want to do is

maxi mi ze your expected wutility. Wedre going t
choosing an algorithm that is going to lead to an action we t ake which
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maximizes expected utility while minimizing the associated computational
costs.

If you have a model of the computations that are available to an agent, the

costs that are associated with those computations 0 the amount of time that

they take or amo unt of other kinds of resources 0 then you can define an

optimization problem, which then gives us a way of saying what constitutes

rational behavior. Rational behavior is no longer the agent who always takes

the perfect action in the perfect circumstance, i t6s the agent who f ol
algorithm that leads them to take the action that best optimizes this joint

criterion of maximizing expected utility while minimizing computational cost.

What | want to do is give you one concrete example of a way in which tha tis

useful in understanding one of these classic cases where people behave

irrationally. And that example is whatoés know
particularly, the overrepresentation of extreme events. One way in which

people often act irrationally with respect to a classical criterion is that if you

ask them to estimate the probability of something like a terrorist attack, or a
shark attack, or these other extreme negative circumstances, they
significantly overestimate those probabilities.

So,when youbére getting on a plane, youdre spendi
should thinking about the possibility that th
making a decision about going snorkeling, you
the tiny worms on the corner of the coral reef, and far too much about the

sharks that are very unlikely to bite you. Those things seem irrational.

Theyore things that are going to affect your
necessarily consistent with the way in whioch
appropriately evaluating expected utilities might act.

When we put that in the context of a resource rationality framework, we
need to define the computational problem that we want to solve, talk about

the resources that we have available, and then think a bout what the best

kind of strategy is for deploying those resou
that what we want to do is evaluate something like an expected utility. That

requires summing over all of the possible outcomes of our action 0 the utility

ofthat outcome, multiplied by its probability.
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procedure. When you're taking an action in the real world, there are many
possible outcomes and theyére going to have a

Letds say you we andappgroximatgthat calculatiory. And the

way youbre going to try and approxi mate it 1is
Monte Carl o approximation. Youdre going to sa
and then you're going to consider the utilities of those possible outcomes,

add those up, and thatodos going to be the way
evaluate whether you should take that action. The choice that you have to

make is a choice about what distribution youbd
goalistochoose adistrib uti on such that youdre able to d
smal | number of samples because those sampl es
youdre spending standing around rather than g
come up with a way of drawing those samples that will allow you to

minimize those costs, make decisions quickly, make decisions with small
numbers of samples.

When we think about trying to do an approximation via this Monte Carlo
procedure, the intuitive, straightforward thing people think of is to sample
directtyfro m t he di stri bution that you care about.

about possible outcomes, but youdre going to
probabilities that are associated with those outcomes. So, you sample from

that distribution that has the benefit that it g ives you an unbiased estimate

of the probabilities. But if youodre in a situ
distribution, a skewed distribution of possible utilities, and where there are

low probability events that have extreme negative utility, that strateg y

doesndét work very well. The reason why is tha

getting is one that has a huge amount of variance. So, from one set of
samples to another, there can be a very big difference in the value that you

get because you may or may not have included those extreme events.

| f wedre dealing with small samples, 1t06s not
going to be the probl em, ités literally the v
going to end up killing us. So if you were going to make a decis ion about

whether you should play a game of Russian roulette and there is a revolver

in front of you with six places for bullets, one of which is actually a bullet,

you can calculate how many samples you need to draw in order to be 99.9

percentsurethaty ou shoul d not play this game. I t 6s s
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samples. Theredos a | ot of variability there.
decision much more quickly.

So, whatoés the distribution from which we sho
minimize that variance? There 'S a nice result which says that that

distribution is proportional to the probability of an event occurring multiplied

by the absolute value of the utility of that outcome. And this results in a

bi ased estimate. |l td0s Dbiased itmoverehtimateli r ect i on
the probability of extreme event s, but 1 tbs t
variance. I f youdre trying to do the | east <co
minimizing the chance that you end up accidentally killing yourself, this

turnsouttobethebes t strategy. ltdéds a resource ratior

So, what you do is you wander around the world, you encounter those

events and you remember those events as you encounter them. But the

probability that you remember them or the probability that you retrieve

them from memory is proportional to the absolute value of their utility.

That s a mechanism that instantiates that kin

Herb Simon talked about this idea of bounded rationality, but he was very

reluctant to define what bounded rationality meant. A nd in fact, therebo
letter that he wrote to Gerd Gigerenzer in which he makes it very clear that

that ambiguity was a feature not a bug, that it was intended to make people

think about alternatives. The way that | think about it is that the notion of

bou ndedness picked out a subset of the space of possible strategies that you

can follow. Thatodés the optimal strategy. That
the classical notion rationality. Bounded r at
resourcestogetthere,s o now therebébs a space of alternat
bounded optimality says, out of that space yo
thing that is going to be the best thing. It gives you back that optimization

criterion that gives you a way of then having a theory of behavior which has

the generality of that classical notion of rational behavior.

The point of this example is that this is a case where it seems irrational
under a classical notion of rationality, but it makes sense under a more
realistic characterizati  on of what rational behavior might be like. There are
other cases that we work through where we can show that some of these
classic heuristics fall out of this approach. And while heuristics result in
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bi ases, being biased doesno6t thedhmngthatibat youdr e
resource rational. Bias is a natural tradeoff to accept in order to allow you to

operate with limited cognitive resources. Just because you see biased

behavior, doesndét mean that people arendét doi
sense. It might m  ean that people are doing something that makes sense,

but theyore operating under resource constrai

This ties back to some of these questions about machine learning that |

started out, the immediate question that should come up for you is if people

are following these resource rational strategies, how are they discovering

them? How are we ending up finding good ways of using the limited

cognitive resources that we have? This is a p
meta -reasoning. How do we rationally reason about the strategies that we

should be following as agents in terms of the computational resources that

we deploy for solving particular probl ems? We
reasoning about the way in which we should reason. Again, it's something

whe re you can do a little bit of work and get a lot of leverage.

There are a couple problems with rational meta -reasoning. One is a problem

that we call algorithm selection. This is a case where you know what the

algorithms are and youorwenthenyThegord o choose be
interesting case is what we call algorithm discovery, where your goal is to

come up with the right algorithm to use to solve a particular problem,

putting together these pieces of computation
solve that probl em.

The way that you can approach this is by recognizing that in fact this

depl oyment of an algorithm is itself a deci si
decision problem where youbre making a deci si
computations t hat yezuie)aneaftey anotmeyg Framing ieirx

those terms allows us to tie it back to classical problems that are faced in

decision - making, reinforcement learning. You can characterize the problem

of selecting what computation to perform through this process as a Markov

decision process, which is something that we can solve using these classical

tools.

One of the ways in which most machine -learning methods work at the
moment is, you take a single monolithic neural network and you throw it at
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your probl edi f Tdmaemdts from the way i n which we:

characterizing human cognition as working, wh
pieces of these computations and you're deciding how to put these together

to solve different problems. And then in the neural network world, t hat 6s

about constructing what they call a computation graph, the sequence of
transformations that youdre applying in order

can formulate the problem of constructing the right neural network to use to

solve a particular probl  em as a decision problem in these same terms. And

itdéds a decision problem about the computation
solve a problem in the world.

Using these kinds of tools and engaging with a set of problems in ways that

are much broader thanth e canonical approaches currently being used in
machine learning, such as trying to train the same system to find the right
cognitive modules to put together in order to solve all of these different
problems, gives us a path beyond the current monolithic ap proach to
building these machine  -learning systems, and maybe a path towards
building more human like Al systems.

* *k k% %

JOHN BROCKMAN: | have a question vis  -a-vis the claims made by the
deep -learning community. Where is this going? When you talk about the
next revolution, is this going to be Al that we can use?

GRIFFITHS: I 6 m focused on what | see as the gap b
and what current approaches in machine learning do. Whether you want to

close that gap is going to depend on what your motives are. If you just want

to build the best image classification system

about this. But if you want to build a system that is doing a wide range of
tasks in the same general way that humans do, then those are the kinds of
architect ural questions that you want to ask.

ROBERT AXELROD: How would you deal with the idea that humans eat too

much sugar and fat? We know the evolutionary reasons why, but the human

is told that it's not optimal for your health and they do it anyway. Thatis n ot
a question of limited calculation, but it is sub -optimal behavior.
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GRIFFITHS: 1 6 m not <c¢l ai mi ng t hat-optimal behaiosareances of
explained in this way. Adopting this perspective changes the way that you
should think about debiasing. Classic al approaches to debiasing try to make

people act in ways that are more rational. Bu
not going to work, because the strategy that people are following might be a

good strategy given the resources that are available to them, so i nstead of
focusing on modifying peoplebs strategies, wh

the structure of the environment around them.
AXELROD: You could also modify their resources. For example, if you're
teaching calculus, they can think about rates of cha nge in a way that

somebody who is naive cannot.

GRIFFITHS: You can change the set of computations
perform, and as a consequence that can change the strategies.

PETER GALISON: When you were talking about bounded rationality, we

oftenas sume that i f we dondét have the resources
webre making poorer decisions than we woul d h
more widely, but we understand it, because in
have access. So, being scared of a shark att ack, we doné6ét have that

information, so we would have realized only a handful of shark attacks in ten
years.

Recently, some of my nearest and dearest went swimming at the beach near

where we live, where there was a shark attack two days before, and there
were seals swimming there. The conditional probability was elevated, partly
because there was a bound on accessed information. So sometimes it seems

to me that bounded rationality could be better than the universal knowledge
because it might include conditional probabilities that were specific to the
circumstance.

So, it may be that people are not only being rational when they make these
local decisions because their knowledge of the broader universe of data is
limited, it may also be because they see something. They add factors that
are relevant, or that they suspect might be relevant to their decisions that

would make it quite sensible.
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GRIFFITHS: Yes. | can give you an interesting example like this, which is
we looked at a case in which you're doing decision making over some
horizon, but we assume your horizon is limited relative to the problem that
you want to solve.

So, say youodore maki ng de eyeastraeaiosyindebnmsoft a t went

your career, but youdre only Rkehuuefiveyears ee or p
or something |like that. Under those circumst a
beneficial to be optimistic. So, itéds benefic
probability in exactly the way that-16m tal ki

estimate the probability in this case of good events.

And itdés beneficial to be optimistic because
that limited horizon and you were being perfectly calibrated to what the

probability of events are, you miss the chance to pursue a low probability

outcome which has a big payoff in terms of fifteen years beyond the part

which youdbre able to see. Whereas if youdre o

pursue those attractive career opportunities
the fact that you p  ursued them put you in the position to be able to then
benefit from those in the future.

SETHLLOYD: 1 6m a |l ittle confused about what you
| never quite understood what people meant by sampling. If you mean look
at my past history and count the number of times | was attacked by a shark,

then | estimate the probability to be zero. A
you know that people are attacked by sharks. So, your information is just, "I
read in the newspaper that somebody was attack ed by sharks."”

GRIFFITHS: When we talk about sampling as a cogni
pretty agnostic about what the distributions are that you have access to.

LLOYD: Well, what do you actually mean by sampling? Do you mean | am
drawing from some set of ev ents with this distribution? How do you draw
from that if youdre talking about shark attac

GRIFFITHS: The best example of this is cases wher

somehow generate samples from memory, as a consequence of your
experience, pl us &hetesfimonydofothersaadythe thipgs that
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youdbve read about. And youodre putting all of
t hat youbre then generating samples from when
outcomes.

FREEMAN DYSON: Is this just simply a formalized version of
Kahneman's Thinking, Fast and Slow  ?

GRIFFITHS: What psychology has done very well, and what Kahneman's
work is a good example of, is characterizing a wide range of circumstances
where people behave in ways that deviate from this classical notion of

rati onality. What psychology has not done particularly well is develop a
formal theory with the same generality as that classical theory of rationality
that actually explains in particular circumstances how people are going to
act.

F. DYSON: So, your answeris yes?

GRIFFITHS: My answer is, it would be very nice if we were able to formally
express those things. And thatés the kind of

ALISON GOPNIK: So, itos doing prospect theory righ
that prospect theory was supposed to be hereds the positi"
counterbalance to that.

GRIFFITHS: Prospect theory is still a descriptive theory that says that
people are making decisions using this function to characterize probability,

this function to characterize utilities, those are empirically derived functions.

So, the kind of thing that you want to be able to do is to say we can derive

from this why people are taking actions in th
that the method that | talked about, the sampling -based method, that

actually predicts peoplebs decisions in an em
better than prospect theory does. So thatods |

and driving the solutions to those problems.

GOPNIK: ltis true that this give S you a good explanation of why people are

acting the way they do, but another respect in which people seem to be

superior to Als gets back to this point about getting at vertical

representations of whatés going on in the wor
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scienc e. Is that bug of having limited computational bounds actually a
feature when it comes to extracting the structure of the world around us?

GRIFFITHS: I t 6s a feature because it forces wus to
metacognition. If you think about the kinds of things that Al systems

currently struggle with, one of these examples is being able to find a

reasonable sub -goal in a reinforcement  -learning task. If you look at the set

of computer games that Al systems can play better than people, and then

you look at the ones where they fail, the ones where they fail are the ones

where you have to formulate some kind of abst
get the key so | can open the door, which is going to appear on two

screens."

But the human ability to do that is entirely a consequence of the fact that we

have limited computation. If you were able to see an arbitrary distance into

the future, you dondét wgeats.droujustfofloowthenul at e sub
opti mal policy. It doesndt need aomposthg COMpPoOSi

the problem in that way is what you do when you try and solve it with less

computation. So, being able to form those abstractions allows you to

represent the problem in a way where youbre a
youbdbre only abltheee mavesaseooad. d e r

IAN MCEWAN: Are you saying what seems like cognitive defects are
actually wuseful features because wedre all de
werendt eaten by sharks? We must be getting s

GRIFFITHS: 1 6d say what s entiveaafects arekdefects m the

sense that theyodére a consequence of the | imit
But the fact that we operate under | imitation
develop the kind of cognition which is not well represented in current Al

systems, which is being able to reason about how to use the bit of smarts

that welOve got to solve a wider range of prob

MCEWAN': There seems to be something interestingly parallel with Alison

Gopni kds talk of a push to humaniethiegmares. To ¢
|l i ke what we do, if theydbre going to |ive amo
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GRIFFITHS: That' s another probl em. ' tdés i mportant
of how they work in order for us to interact
important that they have a theory of how we w ork in order for them to

interact with us.

One of the surprising things that we discovered is that expected utility

theory is a terrible model of how people act,
people think other people are going to act. We have a theory of m ind, but

our theory of mind is flawed in that we think that people are more rational

than they are. If you wanted to make a machine that could reason well

about how to interpret human actions, it would be nice if we were able to do

so in a way that took in  to account cognitive limitations as well.

MCEWAN: In the model of my Adam, he understands humans by reading

world |Iiterature. And since heds got a very g
world literature, imaginative literature, is not a prescription but a descr iption
of humans are. It doesndét necessarily provide

through all the moral corners that people have been able to imagine.

GRIFFITHS: Yes. And thatodos pretty consistent with
machine -learning methods work, whic h is that you drown them in a huge

amount of data and theyodédre able to memorize t
data and generalize, but they're not necessarily forming a systematic theory

that theyodére able to use to generalize to new

GOPNIK: There are reasons why his reading world literature as opposed to
just taking in all the things that are in the papers might be an advantage. If
you think about trying to see what the bounda

to figure out the structure of a partic ular theory, trying to figure out what

the consequences of it are, youb6re often bett
existent boundary cases than you are thinking about the things that you see

all the time.

If you think about Einstein trying to explain his theory , If he just said, "Well,

| ook, herebés a prediction of the theory. I f vy

particular speed according to my theory." That would not be very
informative. Having these fictional boundary cases seems to be a better way
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oftein g you, "Hereds the Dbig important differen:ct
other theories."

|l f youdbre thinking about human beings, for in
these fictional extreme boundary cases, which is what you typically find in

world | i teratur e, i's a better way of knowing wha
structure is, or at | east what peopleds theor

structure is than it would be if you just looked at all the things that were in
the newspapers.

MCEWAN: Thesumof al |l the things that didnét happen
possibility for world literature as a mental space is infinite.

LLOYD: Speaking from my experience teaching the "Miracle Methods of

Probabilities” to undergraduate mechanical engineers, which is what they

learn, everything obeys a central limit theorem, the deviations are ne

Gaussian. In a Six Sigma event, like in Six Sigma management, Six Sigma

means it has a probability of one in ten to the 12 th of occurring. But from

experience, we know that distrib utions have fat tails. There are power laws.

They are lognormal distributions. And Six Sigma events occur all the time. If

you designed a bridge thinking everything is just a Gaussian distribution and

Si x Sigmabés never going to olacebnrdgesthdiaaen you' r e
falling down right and | eft. |l 6m actually jus
shark attacks occur, even though theydre extr
probably want to give it some thought that it might happen.

W. DANIEL HILLIS: It seems to me like this notion of bounded

computation is also relevant to the discussion, early in the morning of Alison

Gopni ks point about the complexity of goal s
| 6m very bad at predicting whatodés gdpsohg t o ma

have goals instead. And what goals are, is th
failure of my ability to make bad computations. So instead what | try to do is

act in a way toward doing something else that
stand -in for that. And  in the same way with machines, when | give machines

goal s, |l candét really decide whatds going to
to do, so what 1 6&dm doing is I dm using my boun
establishing a stand  -in for that of what would make me happy, f or the

machine.
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GRIFFITHS: Web0ve been thinking about ways of hel
do a better job of achieving their goals if
are. It's based on reversing that loop. Instead of having humans define the

reward functions f  or machines, you have machines define the reward

functions for humans. We have an approach called optimal gamification. The

idea is that you have a sequential problem you want to solve, and we can

write it down, but youbdre not hefliuredowork see f ar

out what the optional policy is, so you can give it to a computer, get the

computer to solve that problem, and then we
computed by the computer and use that to construct and modify the reward

function for huma ns, such that even perfectly myopic humans following the

modified reward function will achieve their long term goals.

We have deployed this system which has shown
procrastination, procrastination being a classic example where yo ubve got a
big payoff thatés far into the future, and t
reward function makes that long term payoff smaller but spreads it out

through time so you can follow the bread crumbs and then eventually get

there.

HILLIS: This also suggests a modification of the voting algorithm that you
suggested earlier, which is the real great democracy would not be the one
where you submitted an algorithm showing what your preferences were, but
merely you submitted an algorithm that sh owed what would make you
happy and then you, the voting commission, takes all those algorithms, runs
them under different scenarios and picks the optimal one.

NEIL GERSHENFELD: | would caution about the three moves per second

being misleading. If you view that as an update rate, 1itos
high dimensional feature vector. Unlike the move generator you're

comparing in Deep Blue. And so, if you look at high dimensional optimization

algorithms, the effect of operations per cycle is a huge number beca use

youdre moving this giant feature vector and
the velocity of this high dimensional feature vector, which is way more than

three moves a second.
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FRANK WILCZEK
Ecology of Intelligence

| don't think a singularity is imminent, although there has been quite a bit of
talk about it. | don't think the prospect of artificial intelligence outstripping

human i nt el |l i gence is i mminent because the engi.l
there, and | don't see the i mmediate prospect
said much about quantum computing, other peop
for quantum computing to create a singularity, youob6re misguid

crossover, fortunately, will take decades, if not centuries.

Thereods this tremendous drive for intelligenc
of coexistence in which there will be an ecology of intelligence. Humans will

become enhanced in different ways and relatively trivial ways with

smartphones and access to the Internet, but also the integration will become

more intimate as time goes on. Younger people who interact with these

devices from childhood will be cyborgs from the very beginning. They will

think in different ways than current adults do.

FRANK WILCZEK is the Herman Feshbach Professor of Physics at MIT,

recipient of the 2004 Nobel Prize in physics, and author of A Beautiful
Question: Finding Natureb6s Deep Design
* k% k% %

FRANK WILCZEK: 1 6 m a t heoretical physicist, but 16

about the future of mind and intelligence. 11t
do that because physical platforms are absolutely a fundamental

considerationinthe f uture of mind and intelligence. |
say that the continued success of Mooreods | aw
all of the developments in artificial intelligence and the evolution of

machines and machine learning, at least as much as any cleverness in

algorithms.

First 1 61 1 t al k gpbnoipletadvantages of artificial intelligence with

existing engineering principles. Then | will talk about the enormous lead that
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natural intelligence in the world has, although there are obv lously great

motivations for having general - purpose artificial intelligence 0 servants, or

soldiers, or other useful kinds of objects that are not out there. Then Il 611 talk
a |little bit about the forces that will drive
super fl uous here, but webdbve been talking about
intelligence are an end in themselves, but it
thatds going to happen. Finally, I 61 1 argue f
engineering that is not being vigorously cultivated, and | 611 dr aw

consequences for what the future of intelligence will be.

One of the advantages of artificial over natural intelligence is that they're
extraordinarily powerful quantitatively and qualitatively. Take speed, for

instance. Tra nsistors, which are the basic decision -making processes or
information processors in modern computers, operate at 10 billion

operations per second. If you were to ask how fast human brains notice that

movies are a series of still images rather than a conti nuous image, it's about
40 per second. Therebdés a factor of a billion
magnitude. Machines are a lot faster. They have much better error freedom

and ability to correct errors. They operate digitally. Associated with that,

th ey have the ability to download enormous amounts of information

seamlessly and automatically.

Their architecture is known because they were built, so they're modular. You
can add abilities to them, you can add programs, but you can also add
senses. If you want them to, say, look at scenes in ultraviolet, you'd plug in

an ultraviolet camera. Theyobére ready for quan
mechanics turns out to be an important way of processing information

because it opens up new levels of parallel proces sing, then, again, you can

plug it in as a module. And they have a very
need care and feeding and, most i mportantly,
Artificial intelligence has many advantages,
why t hey aingbettdyr than they are. What advantages does natural
intelligence have in the present competition?
compact. It makes use of all three dimensions, whereas existing

semiconductor technology is basically two -di mensi onself-repairirg,0 s

whereas chips are very delicate and have to be made in expensive clean
rooms. Lots of things can go wrong with artificial intelligence, and errors
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frequently make it necessary to shut down and
way.

We have integra ted input and output facilities 0 eyes, ears, and so forth o
that have been sculpted over millions or billions of years of evolution to

match the world we find ourselves in. We also have good muscular control of

our bodies and speech. So, we have very good inp ut and output facilities
that are seamlessly integrated into our information processing. While

impressive, those things are not at all outside the plausible domain of near

future engineering. We know how to make things more three -dimensional.
We know howt o work around defects and maybe make some self -repair.
There are clear ways forward in all those things, and there are also clear

ways forward in making better input and output modules.

Although the input and output modules for human brains are very
impressive, they by no means approach physical limits. Even your intelligent
phone can make better images and computers can talk. In some very

restrictedareas t her e are physical l imits, but we don
limits, except in a few very exceptiona | cases. For instance, our resolution in

space and time of vision, which is our best sense, is not that good. It only

samples a limited part of the spectrum and even in that limited part of the

spectrum takes three crude aver agrBlachindse donodt
can do all those things.

Where humans do have a qualitative advantage 0 far beyond anything in

existing engineering 0 is in the connectivity and development of their basic

units. The brain is made out of tens, or tens of tens of billions of units, each

of which is an impressive module. Then there are the glia that help along.

These were made by processes of self -reproduction and exponential growth.

Current engineering doesnodot have anything | ik
exponential growth of sophisticat ed units that self -reproduce. Brains also

have enormous amounts of connectivity. Semiconductor technology has

maybe a hundred connections per unit, whereas the brain has thousands.

These differences are so vast quantitatively that they count as being

guali tative differences between current artificial intelligence engineering and
natural intelligence. This is where natural intelligence has a big edge. And it
gives a big utility.
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| was very pleased to hear Alisonds talk firs

lear ning algorithms and the learning process that humans use. They have

this vast collection of neurons and connections and spend a lot of time

getting rid of them and scul pting them. Thatod

mainly works & by interacting with the world and getting feedback. Some

connections get reinforced, while others get winnowed away. This has been

discovered now to be a very powerful way of learning things in artificial

neural nets. Real neural nets, however, are on another scale altogether

becausethey 6 r e bi gger, better hooked up to the ext
connected.

Now I'd like to talk about why I think there will be an evolutionary drive
towards increasing intelligence as an end in itself, a demand side as opposed

to people who just want to make it better from a supply side. First of all,

there are consumers. Human beings want to get an edge over other human

beings by improving themselves, having better
like to improve their children and have servants and so forth. Ob viously,

thereds a tremendous consumer demand. Thereds

which is worrisome for obvious reasons;  namely, because the utility
functions for military artificial intelligence are going to be things that could
easily go awry.

T hen t hteerdivé tewards exploration of space. Human bodies are very

delicate; they are not radiation -hardened, they need water and supplies, and

many things can wrong, as the Space Exploration program has shown. It

would be much more efficient and inevitable to send cyborgs or artificial

objects as the vanguards of space exploration. So, if we want to expand

intelligence beyond the biosphere, thatoés goi
me draw some implications from these remarks, because they're meant also

to st imulate discussion.

| don't think a singularity is imminent, although there has been quite a bit of
talk about it. | don't think the prospect of artificial intelligence outstripping

human intelligence is imminent becausetthe en
there, and | don't see the i mmediate prospect
said much about quantum computing, other peop
for quantum computing to create a singularity
crossover, fortunately, will take decades, if not centuries.
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Theredos this tremendous drive for intelligenc
of coexistence in which there will be an ecology of intelligence. Humans will

become enhanced in different ways and relatively trivial ways with

sma rtphones and access to the Internet, but also the integration will become

more intimate as time goes on. Younger people who interact with these

devices from childhood will be cyborgs from the very beginning. They will

think in different ways than current a dults do.

Side by side with that, there will be autonomous intelligence and network

intelligence. There will be a whole ecology of different kinds of powerful

intelligence interacting with each other for
biological evolutont i mescal es, but i1itds reasonable on t
human political and economic institutions. So, there will be the opportunity

to evolve morality. That's a fortunate thing that there will be a possibility of

learning by experience, interacting with differ ent kinds of intelligence.

The idea that you can program morality, just like the idea that you can
program other things that humans are good at, is very misguided. We just
have to interact with the world and do them.

We 6r e v er y wakng a learning language, at constructing a three -
dimensional world from partial information that arises in our retina, but we

dondét know how we do any of those things. We

interacting with the world. We understand even less how we learn morality

or even what it is, but it comes from interacting with the world and other

human beings. I todéos fortunate that iIinstead of

of coevolution, and thatos what the f ke ure of
* k% k%

ROBERT AXELROD: | agree with your statement that Al and military use

could easily go awry and, therefore, we need to be quite cautious about it.

What about the analogy that autonomous vehicl
already ten times better tha n humans.

WILCZEK: That reminds me of the talk we just heard about extreme cases.
All you have to do is have a runaway vehicle that breaks down somehow.
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AXELROD: Okay, in terms of accidents per mile driven, maybe ten is too
much.

RODNEY BROOKS: That statis tic is way off base.

AXELROD: I t 6s not wunreasonable to say that

will be at least 1.2 times better than humans. In other words, an insurance
company would rather insure an autonomous vehicle than a teenager.

BROOKS: This is th e popular view in the press, and it is very misguided.

i f th

PETER GALISON: Because thereds no data or because

way?

BROOKS: The data is much higher for cars, and the conditions under which

theydore driving is very di fefdewvinpeWhenybouy om how hu

couple human pedestrians and human drivers, things change dramatically.

WILCZEK: This is a good example of the dangers of trying to solve
complicated problems a priori without experience. We need practical
experience with these things.

BROOKS: There has been a total turnaround in the automobile industry in

the |l ast three months on the predictions of w
out there. 1 O0Om actively involved in this area
WILCZEK: The big message that | take from this analysis is th at what's

missing in artificial intelligence, and what humans do very well, is learn from

the world. Thatodés a very powerful source of i
information directly from the world by interacting, it may look slow, it may

look inefficient , but the bandwi dth of whatods coming i
itdés worth it. Learning by doing should not b

IAN MCEWAN: What is the physicist's view of the chances of making a self
conscious machine? Is there something in the nature of matte r?
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WILCZEK: We | | , I canodot speak for alll physicists
that consciousness is an epiphenomenon. With all apologies, | don't think of
it as a central problem.

SETH LLOYD: With due respect, consciousness is overrated. Ninety percent
of the people | know are unconscious 90 percent of the time and the other
10 percent are unconscious 100 percent of the time.

There are different kinds of consciousness. There is the consciousness of

running through the forest and not running into trees, which is a ki
likeself -dr i ving cars to have but they donét, and
consciousness that | am a human being who is aware of myself as a human

being 0 a kind of self -consciousness. This self -consciousness, which is the

kind that humans  often value and is the kind that they wonder whether

machines can get, i s what 1 6édm talking about.
unconscious by this definition.

JOHN BROCKMAN: Can an Al know what questions it should be asking? Or
can it know what it doesndét know?

WILCZEK: Definitely, yes. Well, any question that you ask related to

whether an Al can do something that humans are known to do, the answer

is yes because itbés overwhel mingly plausibl e
The human mind is based in matter and mat ter is what physics says it is.

There are certainly things about matter that

practical engineering purposes, we know the fundamental laws as well as

theydore ever going to be known, and our Kknow
toexplain all observations. Theyobve been tested
conditions than you have in human brains, which are mild temperatures,

mild densities, mild everything. Given that we know what matter is and that

mind emerges from matter, we could in principle reproduce everything that

goes on in a brain and nothing would be missing. | firmly believe, in that

sense, natural intelligence is a special case of artificial intelligence. So, an

engineered entity could do anything that a human can do.

BROCKMAN: So, whe n David Shaw was talking about his downloading brain
capacity on a disc, youdre saying you just r
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WILCZEK: Repl i cate its function. Thatodos very muc
Thatdéds not practical at al | . Butdtogeehow matt er
that could go wrong. People in physics do very delicate experiments and

they have to correct for all kinds of possible sources of contamination.

NEIL GERSHENFELD: The mouse brain slicers are currently scanning brains

down to the synapticconne cti on. Wedre just at the edge o0
data sets that are good enough to do that from scratch. They have these

crazy electron microscopes that have 100 beams that do nanometer slices

that read every single synapse that they then reconstruct in 3 D, so itds not
that far off.

WILCZEK: That 6s very far from having a functiona
brain.

CAROLINE JONES: Getting back to your  strong and beautiful statement
about engagement with the world and this human model of vast synaptic
proliferat ion and then synaptic cropping that brings you down to an adult

consciousness: How does the physicistds confi
consciousness jibe with this soft, meat machine creature that is in this
environment? In other words, do you need to give Adam a skin made of

sensory haptics? Do you need to have breath coming in and out of this
machine to sense the world the way that you imagine the young human
senses the world?

WILCZEK: No , I don't think itdés necessary. Wel | ,
to do. Of course, if you want to make a human companion that humans get
along with.

JONES: | would argue from the experience of art, and life, and feminist
arguments that the meat is a big part of the epiphenomenon. No one

imagines Al as needing meat, so t hat 6s part of my provocation
the unconscious being in the world is part of the epiphenomenon that
doesndét interest you but is hypothetically po

DAVID CHALMERS: There's a big industry working on artificial meat.
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WILCZEK: L et 0 s t w@th&kembolirment of intelligence. If the idea that

interacting with the world is a vital part of achieving general high levels of

intelligence efficiently, then some kind of receptive apparatus is important. |

don't think it would have to look like a huma n body, but it wouldn't be a bad

idea to have a skin thatoés telling you about

Should you have two eyes as opposed to three, or four, or six? Does the skin
need to be made out of flesh as opposed to some kind of plastic? These are
ver y negotiable questions unless you want to have autonomous intelligences
that interact intimately with humans. In that case, because humans are
accustomed to interacting with other humans, it might be good to have the
artificial guys look as human as possib le.

Also, if you want to have artificial intelligence that appreciates the human
experience and can make accurate models of what humans are thinking
about and what they're experiencing, then again, you may want to have
fairly accurate mimicry.

ALISON GOPNIK: I 6 m genuinely wunsure about this, bu

|l ong as wedve had | anguage and certainly as |
real question about how abstract we can get intimate, close, social
interactions. Think about Elizabeth Barrett and Robert Browning, righ

remarkable that with the technology of having a quill and a piece of paper,

you can have a completely different medium th
human medium of interaction at all. You seem to be able to get all the

com plexities, the interactions, and all the subtleties working just fine.

WILCZEK: They had a pretty good model of what they were dealing with.

BROOKS: Someone talked about the uncanny valley. | had tried with my

graduate students when | was at MIT and | trie d with people in my company
to build athree -armedrobot because we can optimize much m
never been able to get anyone to build a three -armed robot. They fee

too icky. They won't do it.

WILCZEK: Why dondét you have them datoppgs?ght and ca
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BROOKS: I 6 m not saying theyodére right,
barrier people have, which is not bounded rationality or anything like that.

No matter what a robot looks like, how it looks is making a promise of what
itdéds goimgrtoAddl when that promise
deliver, itodos really wupsetting.

GOPNIK: Studies have just come out that kids do not experience an
uncanny valley in the same way that adults do. You would have thought that
t hat 6s t he n andthenavé hawe toatereoma it, but it may be a
result of a whole lot of experience with machines. Maybe this is a
generational effect.

WILCZEK: You called it a "barrier,” which may be appropriate. A barrier is

I & m

snot

something you can reach or get over, and once youdve r e aaybee d

thereds a s moot h o0@madptance A largerparttofittee unease is

simply not knowing what to expect.

JONES: The classic formation of the uncanny valley is if it gets too close to

the human, 1 tdds pr of o uerpdriencedads ascreapy flwakn g . I
right? The eight arms would be the way to go and the twenty -eight eyes

would be the way to go.

LLOYD: Fr ank, i's your main point that
to happen slowly?

WILCZEK: Yes.

LLOYD: We 6 r e goohave tme to get used to this, so maybe we should

practice being nice to these atrtificial intelligences before we let them appoint
our president.

WILCZEK: Yes. A feeling of humility and learning by doing, not only

practical tasks but also the coevolution of the different kinds of intelligences,

will be something that evolves and involves learning by doing.

BROOKS: In the relatively short term, and by short term | mean the next
ten to twenty years, as we get more robots in our homes, largely driven
economically by the need for elder care, those robots are going to have very

t his
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di fferent umwelts t han dtohaeealsthe sefidexthad r e goi n
0t

are cheap as anything because they aren her
detect any Bluetooth device, any Wi -Fi device, theyorditgoi ng t
be able to detect when someone i s breadgehing,

the hotspots where someone was just sitting on the couch.

You have to have some intelligence to take ca
have a very different sensory perception of t
with us. How we get used to them will be in teresting. Will there be certain

species of robots with particular sorts of sensory stuff that we understand, or
will we be continuously surprised by them knowing stuff about us that we
didndét expect them to know?

W. DANIEL HILLIS: Dondt you t hverdy differeitiséts oh a
perception by then, too?

BROOKS: Well, yes. Maybe not in that ten to twenty -year timeframe.

WILCZEK: There are two ways of talking about Al that are very common
t hat are not appropriate, and itbés thaing to b

theyore not appropriate. One is to talk about
They're our creations and we will be interacting in very intimate ways with
them. Theyo6l |l be part of society.

The other thing that you wer e atloltakkdfiAlag t o i s
if itéds one thing. Il ntelligence, whether natu
forms. Natural intelligence is embodied in all kinds of animals, and maybe

even in our digestive system and immune system. Artificial intelligence is all

kinds at all levels. Some people would argue that thermostats are a form of

artificial intelligence. Then you have distributed intelligence, you could have

soldiers, you could have servants, and those would be very different kinds of

minds.
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NEIL GERSHENFELD
Morphogenesis for the Design of Design

As we work on the self  -reproducing assembler, and writing software that
looks like hardware that respects geometry, they meet in morphogenesis.

This is the thing I 6m most excited about righ
Your genome doesnédét store anywhere that you h
devel opment al program, and when you run it, vy
of the ol dest parts of the genome. Hox genes

the only part of the genom e where the spatial order matters. It gets read off

as a program, and the program never represent
constructing. The morphogenes are a program that specifies morphogens

that do things like climb gradients and symmetry break; it neve r represents

the thing itds constructing, but the morphog
morphogenes give rise to you.

D

What 6s going on in morphogenesis, in part, 1is
can specify a trillion cells, but nmgbndgs more i
almost anything you perturb in the genome is either inconsequential or fatal.

The morphogenes are a curated search space where rearranging them is

interesting & you go from gills to wings to flippers. The heart of success in

machine learning, howeve ryou representit, is function representation. The

real progress in machine learning is learning representation. How you search

hasndét changed all t hat much, but how you rep
morphogenes are a beautiful way to represent design. Tech nology today

doesndét do it. Technology today generally do
phenotype in the sense that you explicitly r
Il n morphogenesis, you never represent the th
in a beautifully  abstract way. For these self  -reproducing assemblers, what

webre building is morphogenesis for the desig
combinatorial search over billions of degrees of freedom, you search over

these developmental programs. This is one of the co re research questions

wedre | ooking at.

=
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NEILGERSHENFELD i s t he director of MITG6s Center for
founder of the global fab lab network; the author of FAB; and co -author
(with Alan Gershenfeld & Joel Cutcher -Gershenfeld) of Designing Reality.
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NEIL GERSHENFELD:1 6d | i ke to end this interesting
why | think computer science was one of the worst things ever to happen to
computers or science, why | believe that, and what that leads me to. |

beli eve that Dbnedcaanuesnet ailtldys ufnuphysi cal . Il t 6s bas
a fiction that digital isndét physical and hap
world.

One of my students built and runs all the computers Facebook runs on, one

of my students used to run all the computers Twit terruns on 0 thisis
because | taught them to not believe in computer science. In other words,
their job is to take billions of dollars, hundreds of megawatts, and tons of

mass, and make information while also not believing that the digital is
abstracted fr om the physical. Some of the other things that have come out
from this lineage were the first quantum computations, or microfluidic
computing, or part of creating some of the first minimal cells.

Stephen made the observation thatatiomemoste surro
of which we dondét wuse. This iadowVealtview eads me
the current state of computer science as a bit like Metropolis , where it's

training people to frolic in the garden while somebody in the basement

moves the levers. What | want to talk about is how you bring them together.

First of all, 1 6ve come to the conclusion tha
could ask Marvin what John von Neumann was thinking, and | could ask

Andy Gleason what Turing was thinking, and neither of t hem intended us to

be living in these channels. Von Neumann wrote beautifully about many

things, but computer architecture wasnodt one
with the legacy of the EDVAC and the machines around us, and much of the

work of computersisn ot computationally useful because
stuff. The Turing machine was never meant to be an architecture. In fact, I'd

argue it has a very fundamental mistake, which is that the head is distinct

from the tape. And the notion that the head is d istinct from the tape @

meaning, persistence of tape is different from interaction 0 has persisted.

The computer in front of Rod Brooks here is spending about half of its work

just shuttling from the tape to the head and back again.
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Ther eds a wh o lIstery gh @mpating, fom Mbaxwell to Boltzmann to
Szilard to Landauer to Bennett, where you represent computation with

physical resources. You dondét pretend digital
Computation has physical resources. It has all sorts of opportuni ties, and

getting that wrong leads to a number of false dichotomies that | want to talk

through now. One false dichotomy is that in c
many different models of computation and adherence, and thereos
taxonomy of them. In physics theredéds only one model of
patch of space occupies space, it takes time to transit, it stores state, and

statesinteract 0t hat 6 s what the universe does. Anythi
model of computation is physics and you need epicycles to maintain the

fiction, and in many ways that fiction is now breaking.

| 6ve been working with people on exascale com
biggest super computer architecture. If you look at what it costs to move

data to memory, what it costs to do interco nnect, and what it costs to have
all the processors working usefully, all of those things are breaking. We did a
study for DARPA of what would happen if you rewrote from scratch a

computer software and hardware so that you represented space and time
physic ally. So, if you zoom from a transistor up to an application, you
change representations 0 completely unrelated ones 8 about five different

ti mes. I f you zoom the building wedre in from
hierarchical, but you respect the geometry. It turns out you can do that to

make computer architectures where software and hardware are aligned and

not in disconnected worl ds. One of the places
pushing that is in exascale high - performance computing architecture, really

justa fundamental do -over to make software look like hardware and not to
be in an abstracted world.

Ri ght now, we-fearnng mamia as ere pf the things pushing

computing. Depending on how you count, this is now the fifth boom -bust

cycle. Fromadistanc e it | ooks | i ke wedre now in a boor
good thing. A quiet trend thatdés been emergin
driving the current Al boom 0 networks gathering more data, bigger

memories storing the data, more processing cycles. It's a quiet , really
interesting trend as it turns out. Most of wh
deep-l earning architectures donét matter much. |
work equally well. Theredbds no-tedrningpg magi c abou
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architectures. The magic is th ereds more data with more memo

cycl es. ltds a cargo cult, the obeegssion with
l earning. ltés just an exercise in scaling th
Analog versus digital are not two distinct choices where you can p ick one or

the other. Whatods interesting is what | ies be

lab spun off a chip company that uses analog degrees of freedom to solve
digital problems. A digital system lives on the corner of a hypercube, but

what we did in that ch  ip company was use the analog device degrees of
freedom to go through the interior of the hypercube, not to stay on the
corners. It saves power and speeds and has all these performance benefits.

Thatdos not a new idea in the conyoféhelargestf opti m
scale computations, what's used are things called interior point methods, or

relaxations, where you have a discrete answer you want 0 like routing an

airplane or which way to turn a car 0 but the way you get through it is to

relax the discret e constraints and use internal degrees of freedom. These

interior point methods are the most important algorithms for solving large -

scale computational problems. If you just took one of my chips doing a

physical version of this, a neurobiologist would have absolutely no idea what

was going on in it, but it would make perfect sense in an introductory

optimization class.

Digital i snét ones and zeroes. One of the hea
threshold theorems. A threshold theorem says | can talk to you as a wave

form or as a symbol. If | talk to you as a symbol, if the noise is above a

threshold, youdre guaranteed to decode it wro

threshold, for a linear increase in the physical resources representing the
symbol t her e ds a n ialeedyctoomie thetfidelity to decode it. That
exponential scaling means unreliable devices can operate reliably.

The real meaning of digital is that scaling property. But the scaling property

i sndét one amads zehe®;states i n thwhatthgss t e m. I n t |
interior point and relaxation methods do is drive to an outcome t ha:
di screte state, but you pass through continuo
verynaive t o say digital I s 0 stategestaratidn, lmte/ouo e s . It 6s

can use continuous degrees of freedom. In many different areas this is done
to do the state restoration.
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Now: threshold theorems. It was first proved by Shannon. Von Neumann

applied Shannon to computing to show how reliable computers can operate

with unreliable devices, but the thing that excites me is threshold theorems

were invented four billion years ago, which is the evolutionary age of the

ribosome. The connection there is if you mix chemicals and make a chemical

reaction, a yield of a part per 100 is good. When the ribo some d the

molecular assembler that makes your proteins d elongates, it makes an error

of one in 10 4. When DNA replicates, it adds one extra error -correction step,

and that makes an error in 10 -8, and thatoés exactly the scal
theorem. The exponential complexity that makes you possible is by error

detection and correction in your construction
von Neumann taught wus about codes and reconst
it in physical systems.

One of the pr akingantingny lald mt wat | 6 m most édxcited
maki ng an assembler that can assemble assembl
assembling 0 a self -reproducing machine. What it's based on is us. We're

made from 20 parts, amino aci ds,tam@nodcidsvhat 06s i
is theyore not interesting. They have simple
hydrophilic and basic and acidic, but you can compose them to make

muscles and motors and sensor s. I n the same w

inorganic properties  like conduct ing and insulating  to show you can compose

them hierarchically. In fact, the project funding was a proposal to the DoD to

reduce their whole supply chain to 20 parts, these fundamental building

bl oc ks, and theyob6re based on digitizing the m

Compare state of the art manufacturing with a Lego brick or a

ribosome: When a kid plays with Lego, you dondét ne
metrology comes from the parts. It's the same thing for the amino acids.

The Lego tower is more accurate than the motor control of the child because

you detect and correct errors in their constr
the amino acid. Therebds no trash with Lego be
the construction that | ets you deconstruct it
thing wi t h t he amino aci ds. |l tés everything we u
the digital is in the construction. 1toés digi
project of assembling an assembler is, in part, a paradigmatic challenge. If

you look at scaling coding con struction by assembly, ribosomes are slow o}

they run at one hertz, one amino acid a second 0 but a cell can have a
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million, and you can have a trillion cells. As you were sitting here listening,

youbdbre plimiagamtgs 1d& second, and it oéwmpthisecause yol
capacity of assembling assemblers. The heart of the project is the

exponential scaling of self  -reproducing assemblers.

As we work on the self  -reproducing assembler, and writing software that

looks like hardware that respects geometry, they meet in morphogenesis.

This is the thing I 6m most excited about righ
Your genome doesnét store anywhere that you h
devel opment al program, and when you run it, vy
oftheoldestpa rts of the genome. Hox genes are an e.

the only part of the genome where the spatial order matters. It gets read off
as a program, and the program never represent

constructing. The morphogenes are a program t hat specifies morphogens
that do things like climb gradients and symmetry break; it never represents
the thing itds constructing, but the morphoge

morphogenes give rise to you.

What 6s going on in morphogenesiAdilionbasespart , I s
can specify a trillion cell s, but the more in
almost anything you perturb in the genome is either inconsequential or fatal.

The morphogenes are a curated search space where rearranging them is

interesting & you go from gills to wings to flippers. The heart of success in

machine learning, however you represent it, is function representation. The

real progress in machine learning is learning representation. How you search

hasnét changed all t loarepresemtsdarch hasuThesd ow y
morphogenes are a beautiful way to represent design. Technology today

doesndét do it. Technology today generally doe
phenotype in the sense that you explicitly re
Inmor phogenesi s, you never represent the thing
in a beautifully abstract way. For these self -reproducing assemblers, what

webre building is morphogenesis for the desig
combinatorial search over billions of degrees of freedom, you search over

these developmental programs. This is one of the core research questions

wedre | ooking at.

| started off this diatribe by complaining about computer science, but von
Neumann and Turing ended exactly here. The last thing von Neumann
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worked on d and this is something he wrote beautifully about 0 was self -
reproducing machi nes. | f youdbve ever read it,
mess. The programming manual where the von Neumann architecture

emerged is a dr eadf umessl Wicautheeraté aboutl selfé s - a

reproducing machines was exquisite. |l t6s a be
asking how a thing can communicate a computation for its construction, how

to abstract a self -reproducing thing. He was asking it to get at the heart o f

what is |ife. It was a theoretical thing at t
life doing. The last thing Turing ended his life doing was studying

mor phogenesis. What it 0s Twigspotaant patteknsyown f or i
but that was the detail. What he was really asking was bits from atoms or

atoms from bits. He was asking, how do genes give rise to us?

Looking at exactly this question of how a code and a gene give rise to form.

Turing and von Neumann both completely understood that the interesting

plac e in computation is how computation becomes physical, how it becomes

embodied and how you represent i1t. Thatods whe
That s neglected in the canon of cirgemeptiogt i ng, b
point where | 6m o divertohareshaocb xrograr to chake a

self -reproducing von Neumann assembler. We can think about making these

things now, of embodying it. It is a third digital revolution. There is

communication, then computati on, now fabricat
but it merges them because it merges them in a thing that communicates its

construction to fabricate.

At MIT the firstreal -time computer was the Whirlwind. Then came the PDP
as the mini computers, and there were thousands of those. Then came the
hobbyist computers like the Altair, and there are millions of those. Then
came the personal computers and smart phones, and there are billions of
those. Now, there are the Internet of Things devices, and there are trillions

of those.

The Nest thermostat, roughly, has the capacity of the PDP & computing scale

from one to a thousand to a million to a billion to a trillion. You could see all

of that lurking in 1965 when Gordon Moore mad
that scaled for fifty years. In the same way, if you take digital fabrication,

itdéds been scaling for about a decade i n the s
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Mo o r e 0 dikelplat ¥or performance and scaling of digital fabrication, and
thereds a close historical paral |l el

MI' T made the first NC mdthelmainframelForN3FEl That 6s | i
started setting up FAB labs, which are mini versions of the big lab I run.

With current digital fab tools, they would fit in a room like this dand thatos
|l i ke the PDP version. Therebds a thousand of t
to make machines that make machines, not self -reproducing assemblers

butr apid prototyping tools that make rapid pro
moving towards a million of them.

I n the | ab, webre developing these assembl ers
working toward the self -assemblers. All those things exist in some form
today, but theydre going to be emerging betwe

now, but you can see the thousand, million, billion, trillion scaling happening
for digital fabrication.

We're at an in teresting point now where it makes as much sense to take

seriously thatscaling as it did to take Mooreds | aw scal
made his first graph. We started doing these FAB labs just as outreach for

NSF, and then they went viral, and they let ord inary people go from

consumers to producers. ltés leading to very

is work, what is money, what is an economy, what is consumption.

Thereds | egislation in the Senate and House r
digital fabricati on, like there was for communication and computation. We're

al so working with Bhutddhe éoantrypigbasedeongnosri st er
national happiness, but they buy crap trucked in from India 0 on how to

make gross national happiness physical.

We 6 r e w owithkka nangper of cities around the world that have failed
economies on how to turn consumption into creation. In the same way that

the Internet emerged in the mini computer era, this fifty -year scaling of
digital fabrication is emerging today, and the equi valent of "how does the
Internet work?" is growing up around it. A surprising fraction of my time has

just gone into working with all these governments and organizations and

social groups on if anybody can make anything anywhere, how does that
reinvent soc ieties and economies?
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| started with complaining that computer science was the worst thing to

happen to computers or science because it2d
thatyoucanhaveado -over of computer science thato
with physics. | t has all kinds of benefits ranging from computing with very

different physical systems to limits of high - performance computing but,
ultimately, reuniting computer science and physical science leads to merging
the bits and atoms. Fabrication merges with co mmunication and

computation. Most fundamentally, it leads to things like morphogenesis and
self -reproducing an assembler. Most practically, it leads to almost anybody
can make almost anything, which is one of the most disruptive things | know
happening rig ht now. Think about this range | talked about as for computing
the thousand, million, billion, trillion now happening for the physical world,

it's all here today but coming out on many different link scales.

The last time we gathered, there was a suggestio n to turn it into a book,
which was a lovely exercise. Coming here, John asked me what | thought we
should do coming out from this. | had three suggestions that he thought

wer e all horribl e, so | o611 end with those.
weekend, we admire each other, and then we go hom
default.

One suggestion | have comes from a conversation with my younger brother

who led the biggest video game studio, Activision, and he was horrified

when he discovered when goodifiteeflsitiowsands ofbo o o k i t
copi es. Heds used to selling tensHeldt mil |l i o
Activision. He now has a company that does games for education and social

change. The most recent one they did that got a lot of attention was with

Alaska native storytellers. There are great traditions, but terrible alcoholism,

and suicide, and unemployment, and they worked with Alaska native

storytellers to teldl narratives i n I mmersive

whole bunch of examples like tha t. One suggestion | had John hated was we

build the world webre describing as an i mmer s

hands of millions of people.

| had done a number of friend -of -friend movie advising in Hollywood, and
that led through a collaboration w here | helped start an office called the
Science Entertainment Exchange, which hijacks popular media. It takes
movies and TV shows and uses them as covers to put in science teaching,
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and itdés been working really wel/ emmeddi ng s
shows. The second idea | had was we take ever
embed it in the popular conscious by hijacking some movies or TV shows.

Then the third one has been working with some interesting groups that put

together bit stadium shows, and so this has been | ovely, but
We do this on an epic scale was a third suggestion. Those are the three

ideas John thought were terrible that I'll conclude with, so now I'll step back

and open that for discussion.

* % % %

PETER GALISON: Ilwonder i f we could discuss whether
different about the biological case than, say, the physical properties that

lead to snowflakes or crystals. That is to say, el ementary atomic forc
have encoded this complicated hexagonal form, but you get there. They just

make local decisions, and the local decisions add up like Legos to something

else. My question is about the physicalization or the embodiment of

computation.

| can think of several reasons why you might want to shorten or eliminate

the gap between software and hardware. One mi
aesthetic objection that somethingds wrong wi
from the way we represent it. There are other things that we do in our
representation wher e t foeexainple differeritial mat c he d;

equations dondét | ook | i ke the things that the
another might be efficiency, that if we could somehow have software that
matched the physicality of, say, atoms and bits, it would run without

the frictional loss of computing power in our everyday devices. Another

might be that there are more and more cases where the software is

embedded in the hardware itself. I f you dig i
of software in them before you get to high -level pro gramming. Suppose we

agree that there is this gap between the representation and the things

represented, what is it that propels you?

GERSHENFELD: For your first passing point about t|
a passing point. The wor k gasSemblydokdgitcar i bi ng on ¢
materials i slné@éngtah ssaaglle. Wedre doing that 1in

133



when we make synthetic cells. Wedre doing nan
Webre micromachining microstructures up to wh
with Airbus and robo ts to make jumbo jets and NASA to make spaceships on

big scales. What | spoklee mgptohuts d aslne.t lat &9 nlgd tet
about it as the dynamic range between the smallest feature you need to

control and the size of the system.

Why align computer science and physical science? There are at least five

reasons for me. Only lightly is it philosophi
The matrix is cracking. 1) The fact that whoever has their laptop open is

spending about half of its r esources shuttling information from memory

transistors to processor transistors even though the memory transistors

have the same computational power as the processor transistors is a bad

|l egacy of the EDVAC. Il tés a bit annomydemg f or
to things | i ke an exascale supercomputer, it
the fiction as you push the scaling. The resource in very largescale

computing i s maintaining the fiction so the p

true is getting just so pa inful you need to redo it. In fact, if you look down in
the trenches, things like emerging ways to do very largescale GPU program

are beginning to inch in that direction. So,

2) We're just wasting resources. When you look at w hat 6s going on i n
Il ntel chip, 1t6s right at the edge of anal og.
awfully anal og but ends up |l ooking digital on
of the computational power of the transistor. With the chip fab |

mention ed, we d6r e wasting degrees of freedom in the

simple version of analog versus digital. You can solve digital problems, but
by using the analog degrees of freedom, you win speed, power,
performance, and all kinds of good stuff.

3) When w e were in the early days of quantum computing or the stuff we did

on microfluidic |l ogic, youbre computing with
resources where you need to represent the computation in a way that can

describe the physics withat youdre working

4) The final reason goes back to where von Neumann ended up. When |

make this self -reproducingassembler i n the very short term, |6
conventional computer architectures for the intelligence of it, but what |
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need to do is overlay the computati on as geometry. I f 1 6m doin
morphogenesiswithaself -r eproducing system, I dondét want
paste in some lines of code. The computation is part of the construction of

the object. | need to represent the computation in the construction, so

it forc es you to be able to overlay geometry with construction.

There are all different reasons, but they all lead you to the same place.
Interestingly, for the do -over | mentioned in DARPA, we took the BLAS,

which are the routines that underlie high -performance computing, and we

rewrote them in a geometrical spatial comput i
a lot of the things that are hard 0 for example, in parallelization and

synchronization & come for free. By representing time and space explicitly,

you dondt dmteeamhoyingthings like thread synchronization and all

the stuff that goes into parallel programming.

DAVID CHALMERS: What youdér e saying is, when thinking
hardware and physics matter. In some sense everyone has known all along

that the hardware matters and the physics matters, and chip makers and

everyone else under the sun has been thinking about how to do the best

computing you can given the limitations that you have about technology and

the resources of physicsng Onse tthatn gwe oluadw een Gsta
everything we can to take advantage of the ha
got to push the project harder and faster. Does it go beyond that? The part

about fabrication  and self -assembly is fundamentally new and different.

GERSHENFELD: Let me help you connect those parts. Communication

degraded with distance. Along came Shannon. We now have the Internet.

Computation degraded with time. The last great analog computer work was

Vannevar Bush's differential analyzer. One of the stude nts working on it was

Shannon. He was so annoyed that he invented our modern digital notions in

his Masterds thesis to get over the experienc
analyzer.

Today, in this cosbpantgern,gliyt st ulpa add wh ahisbs goi n
accidental legacy of von Neumann architecture. He never talked about the

von Neumann architecture long past its due date. Much of the resources are

shuttling information from memory transistors to processor transistors,
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wasting the power of all of th is, and then the utilization of it is more
inefficient still when you go from the software compilation to the hardware.

So, one of the points was just iIitds very inef
doing word processing; it daodénsitscheompguteng i f youdod
performance. So, very low power or very high power, you care about that.

CHALMERS: I f it 6s-bsmoyghegygd y stupid, why didndét so
figure this out years ago?

GERSHENFELD: What 's i nteresting 1is t Hehistotyher ebs a

Webve been lulled into sleep by Gordon Moor e.
Gordon Moore in the early days of this fabrication scaling | was mentioning,

and hewas amusedby t he parall el with what he did at
matrix. Wehada f ew decades where we could pretend t
the levers in the basement and we can frolic in the garden.
parallel history all the way through it. It passes through people like Danny.

There are a number of de vwhaoleparplalhistarycs. Ther ebs

building this, but you could ignore it. Again, limits of either high
performance, low power are pushing it.

| started by mentioning my students who built the computers for Facebook

and Twitter, and t heyor e rmmdntalgphysicelgveltbbti s at t h
they had to completely re  -architecture how you build a data center with

coarse-gr ain versions of it. You donodét see it, b
how Jason built the Facebook data center. Just to recap the answer,

younecedt o do what 1 &dm describing if you dondt c

stuff we did on quantum computing or fluidic or molecular computing, you
need to revisit these assumptions.

If you are confused by everything | say, and you take a single thing away,

it's t he last part | talked about, about digitizing fabrication. It's not about

computing and then thereds this other thing h
When you merge communication with computation
thereds a duopol y achdcaemputatioun and thentovemhare is

manufacturing; they all belong together. The heart of how we work is this

trinity of communication plus computation and fabrication, and for me the

real point is merging them.
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W. DANIEL HILLIS: | was going to give just
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CHALMERS: You mean that hardware makers have not been thinking about
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computational device to do that. The brain has, we were saying,

1011 neurons, around 10 15 connections, and it operates at the 100 -hertz

scale. Suppose you wanted to get a silicon device that had similar scale.

fthe size of the objects were a nanometer and
thewiri ng, you woul d have to have about one el ectr
have to go down to single  -electron transistors. This device would be

tremendously noisy, the problem of moving information around. If you want

to get to the kind of information processing that human beings  and other

animals have, you would need to go far beyond the paradigms that people

have: dealing with noisy computation, making it analog, mapping the way

the physical processing is going on onto a c¢h
from the way that people do the architecture right now, doing things

massively in parallel.

|l f you wish to fulfill the promise of Moorebs
t hat are similar in scale to human beings, Vyo
different.

GERSHENFELD: Anal og doesndt mean analog. I n other

context means you have states, and you recover from errors, and you detect

states. But states are outcomes of the system, they're not ones and zeroes.

One of the thi ng sisthisadéathat astatelis dne anda zero.

This device in front of me keeps recurring the state not at the high -level

thing I6m trying to do, but at the ones and z

These interior point relaxation methods | was describing both in software

optimizati on and in emerging chips do digiti-ze, bu
level outcomes but using the analog degrees of freedom. That was behind

my comment that when the brain does a few mov
through this very high  -dimensional space, end ing into a discrete outcome.

So, the effective number of operations that are done this way is an

enormous number.

TOM GRIFFITHS: I wanted t o r et uraskingwhetiieoahyos t al k,
the things you learn about when you're thinking about scaling should in form

the way that we think about neuroscience in terms of getting at some of the

inadequacies of classic models of computation for neuroscientists.
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GERSHENFELD: | was recently at a retreat of many of the leading
neuroscientists for a review of the state of the art of the field, and boy | was
horrified. They were horrified. The state of the art of neuroscience is like you
throw the watch at the wall and you see the parts that come out. We had

alively discussion about the devihoress wedm ebui |
using they would be completely stumped by. They would have absolutely no

idea how to recognize that was going on. We d
after that, but thereds an interesting dialog

it.

ALISON GOPNIK: Ther e i s something thatodés a bit puzz

is that you have these incredibly complex devices 0 brains 6 and they can be
translated into a bunch of symbols on a piece of paper or a bunch
of simple digitally described symbols in a language, and tha t seems to be

able to do a lot of work for human beings. Arguably, a lot of the capacities
for intelligence that we have come from things like being able to talk to one
another, or write, or use symbols in these ways that from a hardware
perspective are co mpletely trivial.

|l &m not being disingenuous about this. This i
ways what Turing is modeling, what heds start
thinking about the computer whobés sitting the
anything like this tiny bit of complexity compared to the
going on underneath the hood. I tds puzzling t
relationship is between those two things.

GERSHENFELD: One interesting group | worked with was at Wright -

Patterson Air Force Base where among the most sensory overloaded tasks

are fighter pilots, and so they wanted to make planes you could fly by

thinking. What came out of that after a lot of work is that it's a terrible idea.

The reason is, with a lot of work to pull a lot of signals out and do a lot of
interpretation, you can barely control anythi
the right representation. All of this is designed so that this moves and this

moves, and the best way to interface with this is to move your fingers. So,

this r epresentation is an internal one and then this is an external one.

GOPNIK: 't seems to me | ike it 6s uaderstudieccfacte di bl y i
that what this all ends up driving is a bunch of fingers and your larynx. This
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tiny system with tiny degrees of freedom and very little complexity is the
thing thato6és doi nwgthibhklofeas being akot df theawtork of
intelligence.

GERSHENFELD: But again, these kinds of relaxation interior point methods

that | keep alluding to, thereds something si
moving through these billion -dimensional spaces,bu t what theyore putt
outside is not the interior point but statist

getting driven to. So, there are analogs between unpacking the huge
number of internal degrees of freedom versus small numbers of observable
degrees of freed om in these engineered systems.

CHALMERS: The brain also has these amazing hardware inefficiencies in it,
which are analogous to your hardware cases, like the fact that it uses

el ectrical transmission within neurons, but b
transmi ssion. So, | guess the brain just got locked into that the way Intel
got | ocked in years ago, and then it coul dnot

GERSHENFELD: That 6s true. Again, the embodi ment o

talking about, for me, is the morphogenes 0 the way evolution searches for

design by coding for construction. And theyodr
They were invented a very long time ago and nobody has messed with them

since.

LLOYD: | disagree with that about the brain. The electrical signals use a lot

more power, but they go fast and they go a long distance. The synaptic
connections, of which there are thousands mor
talking about just energy, but they go over a very tiny distance  and they

only use a few hundred mole cules. So, i1tdéds pretty efficier
CAROLINEJONES: Theyod6re chemical, and thereds a kir
robustness in those separate things. Thereods

feedback, which is  fascinating. The chemicals are regulated by completely
diffe rent body systems, which allows for all different kinds of intelligence to
overlap and reinforce each other.

GOPNIK: 1 t 6s wort h poi pldsticity expangive.{Thisa t is one of
my favorite factoids: Everyone knows brains are taking about 20 percen t of
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calories. If you look at four -year-o | d s, Itds 66 to 70 percent ¢
getting used up by brains. ltés not so much t
computations, but theydre establishing what t

GERSHENFELD: | worked with an IBM larg escale computer architect on a

project to make a computer that can physically remodify itself 0 taking the

kind of assembler I 6m describing to make a co
construction. Wedre still discussing that and
something interesting. They did an early crude version of that, and what

they discovered was the computer got configured but never reconfigured,

which is very analogous to learning. The configurability was used to adapt

the computer to the workload, but they never went back to change it. So,

that led us to look at not reconfigurable but just configurable computers, like

computers that can build themselves but donodt
themselves.

Get over digital and physical are separate; they can be united. Get over

analog as separate from digital; therebfs a re
Wedre at the begyeasnfi Mgooédsilfaw but for the p
world. We didnét talk much about it, but 1t h

anything | know i fanybody can make anything.

I 61 1 |l eave you with my three questions that J
make a video game for millions of people to I
the way, | did ordenoft ot bauseé .d Iltthees worl d youdr e
create. Do you want to portray it on a large scale? Do you want to do what

webre doing here on a | arge scale? Any of tho

help with it rather than just doing a book next.

141



DAVID CHALMERS
The Language of Mind

Will every possible intelligent system somehow experience itself or model

itself as having a mind? Is the language of mind going to be inevitable in an

Al system that has some kind of model of itse
system that's modeling the world an  d not bringing itself into the equation,

then it may need the language of mind to talk about other people if it wants

to model them and model itself from the third -person perspective. | f
working towards artificial general intelligence, it's natural t o have Als with
models of themselves, particularly with introspective self -models, where

they can know whatodés going on iI-perssmome sense f
perspective.

Say you do something that negatively affects an Al, something that in an

ordinary human  would correspond to damage and pain. Your Al is going to

say, "Please doomattdésdovearhyathad. " I ntrospectivel
recognizes someone has caused one of those states it calls pain. Is it going

to be an inevitable consequence of intros pective self -models in Al that they
start to model themselves as having something like consciousness? My own
suspicion is that there's something about the mechanisms of self -modeling
and introspection that are going to naturally lead to these intuitions, w here
an Al will  model itself as being conscious. The next step is whether an Al of

this kind is going to naturally experience consciousness as somehow

puzzling, as something that potentially is hard to square with basic

underlying mechanisms and hard to ex plain.

DAVID CHALMERS is University Professor of Philosophy and Neural
Science and co -director of the Center for Mind, Brain, and Consciousness at
New York University. He is best known for his work on consciousness,
including his formulation of the "hard p roblem" of consciousness.

* % % %

DAVID CHALMERS: John brought us together to talk about possible
minds @ minds in human and Al systems and the variety of minds, not just
that there are but that could be. | think about the mind for a living,
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especially the  human mind. The mind is something that we all know we

have. When it comes to Al systems, Al researchers are not quite sure what

to make of this. All sorts of questions arise: What is it? What would it be for

an Al system to have a mihgidfect®What 6s t he resea

Today, I dm just going to talk about an angl e
the mind -body problem that also suggests a research program in Al that

might help us bite off a little bit of the big philosophical puzzles around the

mind and its relat  ionship to the brain.

Webve got these bodies and these brains, whic
minds. We see, we hear, we think, we feel, we
conscious. Viewed from the outside, you see a reasonably finely tuned

mechanism. From the inside, we all experience ourselves as having a mind,

as feeling, thinking, experiencing, being, which is pretty central to our

conception of ourselves. It also raises any number of philosophical and

scientific problems. When it comes to explaining the objective stuff from the

outside 0 the behavior and soon & you put together some neural and

computational mechanisms, and we have a paradigm for explaining those.

When it comes to explaining the mind, particularly the conscious aspects of

the mind, it looks like the standard paradigm of putting together

mechanisms and explaining things like the objective processes of behavior

leaves an explanatory gap. How does all that processing give you a

subjective experience, and why does it feel like something fro m the inside

doesndét |l ook Ii ke 1tds directly addressed by
people call the hard problem of consciousness, as opposed to, say, the easy

problems of explaining behavior.

Discussion can then spin off in a thousand directions. Could y ou explain

conscious experience in terms of the brain? Does it require something

fundamentally new? Does it exist at all ? Late
coming at this from a slightly dif foederent dire
problem of consciousness and then itdéds often hard for p
research, or neuroscience, or psychology to say, "There's a problem here,

but I ém not quite sure what | can do with it.
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The angle I 6ve been thinking about | ately is
where this slogan comes from, "Anything you can do, | can do meta."

Sometimes itdéds attributed to my thesis adviso
think it was him. | 6 ve s e€amnap,lutldontthinkibut ed t o
was him, either. | n aeey thiokengabqutwhadvcal | at el y

the meta -problem of consciousness. The first -order problem of

consciousness explores  how all this processing gave rise to a conscious
experience. The meta -problem asks why we think there is a problem of
consciousness and, i n particular, why we go around saying there is a
problem of consciousness.

Belief in consciousness  and belief in the problems of consciousness is

extremely widespread. So, I tds consistent wit
that it will all be an illusion or n onsense. Nonet hel ess, therebs
psychological problem. It is a fact of human behavior that people go around

saying things |ike, "Hey, | 6m conscious. " The
experience. Even in kids you can get various puzzlements that you would

associate with conscious experience. How do | know that my experience of
red is the same as your experience of green? Could someone who only had
black and white vision know what it was like to experience purple? Those are
a fact of human beh  avior.

There is a very interesting research project in trying to study these intuitions

in adult humans, in kids, across cultures, across languages, to try and find

out exactly what the data are about the puzzlement and, most interestingly,

totry and find  the mechanisms that generate this kind of behavior.

Presumably, this is a fact of human behavior. Human behavior is ultimately

explainable. It seems we ought to be able to find the mechanisms that are

responsible for this expressed puzzlement about consci ousness. In principle,

there is a project for psychology, and for neuroscience, and for Al to try and

find plausible computational mechanisms that fit the human case, explain

what 6s going on in us so that it miagwelt have s

You can find bits and pieces of work going on right now in psychology, in

neuroscience, and philosophy that bear on thi
put forward into a research program, but 106ve
that | ately becaueshieoftheanind -ody prablen veelzdn bite

of f . The thing that makes it tractable is itbo
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we can operationalize, that we can begin to try to explain, which is
notoriously hard to do for consciousness in general.

There are people who work on so - called "artificial consciousness," trying to
produce consciousness in machines, but the whole question of criteria is very
difficult in this case. In the human case, for neuroscience and psychology,

you start with a human who you know is conscious and look for the neural

correlates of consciousness and potential mechanisms. In Al systems,

however, you donodét start with a system that vy
difficult to know what operational criteria you want to satisfy in order to

count the system as conscious.

So, herebdés a potential operational criterion
puzzl ement about consciousness of the kind th
Al system that says, " Kknow on prinaispl e 1 6m

but from the first - person perspective, | feel like so much more," then maybe

we might be onto something in understanding the mechanisms of

consciousness. Of course, if that just happens through somebody

programming a machine to imitate superficial hu man behavior, then tF
not going to be so exciting. If, on the other hand, we get there via trying to

figure out the mechanisms which are doing the job in the human case and

getting an Al system to implement those mechanisms, then we find via

some relat ively natural process, that it A) finds consciousness in itself and B)

is puzzled by this fact. That would at least be very interesting.

Will every possible intelligent system somehow experience itself or model

itself as having a mind? Is the language of m ind going to be inevitable in an

Al system that has some kind of model of itse
system that's modeling the world and not bringing itself into the equation,

then it may need the language of mind to talk about other people if it wa nts

to model them and model itself from the third -person perspective. |If
working towards artificial general intelligence, it's natural to have Als with

models of themselves, particularly with introspective self -models, where

t hey can know gwthiagoraessengedronmthe first -person

perspective.

Say you do something that negatively affects an Al, something that in an
ordinary human would correspond to damage and pain. Your Al is going to
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say, "Please dlomattd sdov erhyathaadv.e"l yl,ntirtadssp eac tmod e
recognizes someone has caused one of those states it calls pain. Is it going

to be an inevitable consequence of introspective self -models in Al that they

start to model themselves as having something like consciousness? My own

suspi cion is that there's something about the mechanisms of self -modeling

and introspection that are going to naturally lead to these intuitions, where

an Al will model itself as being conscious. The next step is whether an Al of

this kind is going to naturally experience consciousness as somehow

puzzling, as something that potentially is hard to square with basic

underlying mechanisms and hard to explain.

|l 6m not going to say that i1tbés inevitable tha
itself this way and make these reports. After all, there are plenty of humans

who donét make these reports,. But i n humans t
underlying mechanisms that tend to push people in the direction of finding

themselves to have these weird and interesting mental phenomena, a nd |

think itdés going to be ver yswelaThareiad for Al s t

research project here for Al researchers, too, which is to generate systems

with certain models of whatodos going on within
this might somehow lead to expressions of belief in things like consciousness

and to express puzzlement about this.

So far, the only research | know in this direction is a little project that was

done last year by a couple of researchers, Luke Muehlhauser and Buck

Shlegeris. They tried to build a little theorem prover, a little software agent

that had a few basic axioms for modeling its perception of color and its own

processes. It would give you r e-pmfsticka |l i ke, " T
shade,” and it would know it could somet i mes go wrong. It coul d
representing red of such  -and-such a shade,"” and from a certain number of

basic axioms they managed to get it to generate a certain amount of

puzzlement, such as, "how could my experience of this redness be the same

as this underlying circuit?"

| 6m not going to say this very simple softwar
like the mechanisms of human consciousness and our introspective access to

it Nonet heless, there is a research project
friends in Al to look at with the help of our friends from psychology,

neuroscience, and philosophy.
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At the end of the day, of course, what does a
find the mechanisms that generate our reports of being conscious and our
puzzlement abou t consciousness, will that somehow dissolve the whole
problem? Someone like Dan Dennett would certainly want to take that line.

It s all a big illusion in explaining these m
explained the illusion and explained away the proble m of consciousness.
Thatdos one | ine you can take, but you donodot h

meta - problem to be interesting. You could be purely a realist about
consciousness in the philosopher sense, holding that consciousness is real.
These reports ar e a fact of human behavior, and there are going to be

mechani sms that generate them. I f youdre a re
| am, then the hope is going to be that the mechanisms that generate these
reports of consciousness and this puzzlement about i t are also going to be

very deeply tied to the mechanisms of consciousness itself.

| see this as a challenge for theories of consciousness, and there are a

million of them out there. Maybe itds infor ma
global workspace, maybe itds quantum this and that. For
consciousness to be plausible, thereds got to
tell about why that proposed mechanism of consciousness itself would also

potentially play a role in generating our reports of cons ciousness, because

otherwise it would just be bizarre that the reports would be independent of
the phenomenon itself.

|l tds not clear to me that many current theor.i
at, say, information integratieowhythobkeeor i es, It
theories where more and more information is integrated is likely to dispose a

system to make these reports, and it looks like the reports can disassociate

from the information integration in various, interesting ways. So, | see this

at least as a challenge for theories of consciousness, as well as a challenge

for Al research and for philosophy.

* % % %

RODNEY BROOKS: Thi s seems not so much meta as hype
procedur e. Hyper is the next key after met a.
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writi ngs to know whether you believe that mammals have some level of
consciousness.

CHALMERS: | do.

BROOKS: I 6 m guessing you wouldn't expect a dog t
own consciousness. So, i snét this a high bar
wanting itt o report on itself?

CHALMERS: | don't think anyone should propose reports as a necessary

condition for consciousness, clearl y. Most of
webre not reporting. Kids are presumably cons
report.

BROOKS: What age do kids start reporting on consciousness? Do you have
any idea?

CHALMERS: It depends where you count. Are you talking about
consciousness in general, the abstract category? This comes relatively late.
What age do kids start talking about pain?

ALISON GOPNIK: I f youbre talking about things |ike
ment al states and physical states, by the tim
things I|like, "If I O0m just iIimagining a hotdog,
turn it into a hamburger. But if it 6s a real hotdog then everybc
see it and | candét just twurn it into somethin
bunch of work about kids understanding the difference between the mental
and the physical. They think that mental things are not things that
everybody can see, and that you can alter them in particular kinds of ways,
whereas physical things can't, and thatods abo

There is a whole line of research that John Flavell did, where you ask kids

things like, "Ellie is  looking at the wall in the corner, are things happening

inside of her mind?" 1tds not until about eig
devel opment al perspective, that they say some
when sheds sitting there and not acting.
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You can sh ow that even if you give the introspective example; for example,

if you ring a bell regularly 0 every minute the bell rings dand then it doesr
and you say to the kid, "What were you thinking about just now?" The kids

say, "Nothing."” You ask them if they we re thinking about the bell and they

just say no. Thereds a | ovely passage where a

mind works is there are little moments when something happens in your
mind, you think, and then nothing happens in there. Their meta view is that

it ds consciousness i f youbre perceiving, or ac
But i f you donodt , i f 1tés not connected, then
have a theory of consciousness, but 1t | ooks

CHALMERS: 1 t 6 s i mpor t an tintuitioms aboaitpnind and e
consciousness, in general, from intuitions about specific phenomena like

feeling pain, seeing colors, or thinking. I t 6
about the specific phenomena in kids will kick in a lot sooner than the

exp ressions about the category of mind or consciousness, in general.

NEIL GERSHENFELD: What do you think about the mirror tests on

elephants and dolphins for sense of self?

CHALMERS: Those are potential tests for self -consciousness, which, again,

isahighbar. There are plenty of animals that don:
notself -consci ous? No. Theydébre probably just not
GERSHENFELD: But do you think thatdés a falsifiabl
CHALMERS: That 6s pretty g o otbe arimaisaveompasit have a t

certain kinds of distinctive self -representations, yes. | don't think failing it is

any sign that you donot. | -eomscidusthess Whiclhis di st i ng
a very complicated phenomenon that humans and a certain number of

mammals may have, from ordinary conscious experience of the world, which

we get in the experience of perception, of pain, of ordinary thinking. Self -

consciousness is just one component of consciousness.

CAROLINE JONES:I want to tie 1t questpme bebaeisethe o Rodods

qguestion of reporting and the question of the self are distinct. One of my
running thoughts was about this question of the human who has
programmed the computer to report. When my car says low battery, is it
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aware that iow sbaftetedriyn No. | 6ve just progr amn

that it needs care. | want to just propose to you the concept of self -care.

When the human feels pain, it doesndt need to
happened.

| wonder if that could be a contribution to the eng ineering of consciousness

in the Al that i1t forgets about the human t ha
instead says, "My battery is feeling kind of low. What can | do about it?" |

wonder if that model of interiority o0 where you self -talk, you self -report, you

self -engineer, you perform some sort of self -action 8 would be the human

model that matters.

CHALMERS: Some kind of connection to your own drives and your own self -
concern?

JONES: Right. In other words, what | gathered from the book is that there
are for ms of Al that are beginning to self -generate self -reports and self -
repairs.

GOPNIK: Even simple systems do that. Essentially, anything tha
faintly complex is going to be regulating its own operations.

JONES:I guess |1 6m r ecommendihargthattleey qudston phi | osop
their own paradigm of engineering this reporting mechanism.

GOPNIK: But i tbés not the reporting mechanism. Th
you describe: "Herebds an error. | 6ve got some
error, so | énodfygpmrat Idgbased on that.”

CHALMERS: We 6r e not yet at that | evel of mind an:i
ment al vocabulary to kick in, I tdéds probably g
the systems of believing, desiring, valuing, pursuing goals, perceiving, w hich

goes on in humans.

GOPNIK: Her eds a proposal, David, thatodos rel evan
to sleep. One of the things thatoés very char a
from an early age, is that at a point when they clearly have an incredibly

strong drive to go to sleep, they dondt want

150



kids, even I|little kids, i1itdéds very hard not to
dondét want to go to sleep is because they don
|l t 6s sort of ybeerkable to dolths foretwoyeanls, Il really donot
want to stop.” | don't know whether other creatures share that.

CHALMERS: That's an intuition about the idea of consciousness, that it does
something special that gives your life value.

GOPNIK: Nick Hump hrey has an interesting proposal along these lines that
itdéds connected to things |ike not wanting to
meta - intuition.

CHALMERS: So, he thinks that actually generates the problem of
consciousness, because we don't want to die.

FRANK WILCZEK: We know we go to sl eep, but webre n
going to wake up.

IAN MCEWAN: | have a constant discussion going on between my Adam

and my narrator. Adam has particularly interesting eyes 0 blue with little

vertical blackrods o andever y ti me my narrator is talking
looking into these eyes, wondering whether Adam can see in the sense that

we see. In other words, are his eyes functioning like cameras? Does he see

|l i ke a camera sees? And thatoés jikeat a metapho
microphone hears? He poses himself the question, who is doing the seeing?

But as soon as he asks himself that question, he has to pose the question of

his own methods. Who is doing my seeing? Ther
up there seeing, because a homunculus would have to have someone inside

himself to see what the homunculus sees. Obviously, this was dealt with at

length in the 17th century and disposed of.

Finally, they agree that what they share at the root of their consciousness is
matter. The narrator has neurons, Adam has a whole set of other replicates
for them, but upstream of both is the nature of matter, and they just have

to leave it there. It can go no further than this.

CHALMERS: | do think, at least sociologically, when it comes to th e creation
of Al, this question is going to become a practical one once there are Als in
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our midst. People are going to have arguments about whether they're

actually conscious. The mere fact that they can see and that they can talk

about what t hgeyobarlel soefeitnhat wi | | hel p a I|ittle
enough to convince many people that these are conscious beings. Once you

get Als that seem to care about their consciousness to the point where

they're saying things | i ke,evéhPltaditdesmhileed ondot tur
or where they start experiencing puzzlement about their consciousness,
saying, " know in principle I 6&m just a mecha

like this," these carry sociologically significantly weight in convincing people
tha t these are conscious beings with morals.

GOPNIK: Nick has some examples with primates doing things like taking a

rock and holding it underneath water and looking and feeling the water on

the rock as something that evidentlrgtopri mates
see what functional significance it has other than valuing the experience of

feeling their hand in the water and having the rock. If those things

developed spontaneously, that might be an interesting way of thinking about

it.

CHALMERS: The signs of e njoying your experience, the feeling that this is
what makes my life worth living.

SETH LLOYD: One thing that comes across from both your talk and the
discussion afterwards is there are many different kinds of consciousness.
Might it be useful to simply de clare that there is not one thing we call
consciousness?

| had a conversation about consciousness with an anesthesiologist and she

pointed out that i f youbre an anesthesiologis
one thing because you have to have four diffe rent drugs to deal with the

different aspects of consciousness that you wish to disable. You have one to

just knock people out. It's known that people can still experience things and

still experience pain, so then you have another to block the sensation of

pai n. People could still have memories whil e
feeling pain, so you have to give them another one to knock out the

memories that you have. Sometimes they give you an extra special one to

make you feel good when you wake up. So, e ach of these drugs are quite
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di fferent from each other, with different ffun
different aspects of the things that we call "consciousness."

CHALMERS: The phi |l os o pollenovs lere & tpenake a distinction. |
di dndét wettod muchanto the jargon here, but in the philosophy and

the science of consciousness, there is fairly standard language by now. You
separate the various forms of consciousness. For example, there's

phenomenal consciousness d the raw experience; access ¢  onsciousness,
which is a matter of accessing things and using them to control behavior and

lay down memories;  reflective consciousness & reflecting on your own mental
states; and, indeed,  self-consciousness 0 consciousness of yourself. Those
distinctions do ne ed to be made. The kind of consciousness | tend to focus

on the most is phenomenal consciousness 0 the role of experience. Even

t hen, of course you can start breaking it dow
sensory consciousness, ther eotshecroegbnsi ta fvfee cctoinvse
consciousness. Donét get me started on the di

plenty of them to make.

In fact, the anesthesia question is very interesting because it sure looks like

what 6s doing the heavy | i ftisthgsiai iescaysiufbt of c a
like the amnestics 6t he t hings that block your memories
a whole lot of the heavy lifting, and maybe some analgesics that block the

feeling of pain, and certainly the paralytic that blocks your movements. But

do any of those things actually prevent you from being conscious?

JONES: The most significant one for me is the one they give you so you

dondt care. Thereds a whole body of surgery t
what theybébve given you i6ss sao vyeoruy dsotnrdatn gcea rfee.e |
all going on, therebés even a |ittle pain, but

where the philosophers put that. Does it fall into the affective subset?

CHALMERS:|1 6d say itbés affective becausgesitodos a
and goals. But also agentive consciousness, which is the feeling of action.
Youdre no |l onger acting.

BROCKMAN: At the Om Conference in 1973, which was perhaps the first
post - Macy Cybernetic Conference & Bateson and von Foerster were the
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organizers & John Lilly addressed this. He said, "The way you deal with
inhibiting consciousness is very easy: baseball bat."

PETER GALISON: |1 t 6s interesting because when you bl
see that some of these arenét a worry we woul
machinest o do, | i ke not | aying down memories, tha
hard thing to model with the machine, or paralysis, being unable to

effectuate some motor or prosthesis or someth
hard thing to put into a machine.

The advantage of the kind of distinctions that you were just making is that it
then isolates the part that seems weird and troubling to us. When we say,

"Machines dondét have consciousness," we certa
canodot | ay down memories or gsmacthhenye sc gredt paafrfadc
mot or actuator s. | t 6s sawanecorhporerg. | i ke the self
CHALMERS: 1 want to say itbés the phenomenal <cons:¢
the raw, subjective experience, which may involve self -awareness, but 16
not sure it has to. If it turns out a machine is experiencing pain and having a

visual experience with the world, of the kind we do, that would be

remar kable. Thatodés part of what we care about
Certainly, the one that seems the most puzzling to me is no t actually self -

consciousness, per se, it's  just straight up subjective experience.

GALISON: So, you would think of a squirrel having pain?

CHALMERS: Yes. A squirrel almost certainly has some kind of subjective
experience. The question is at what point are Al systems going to have that?

BROOKS: A few minutes ago, you were talking about this becoming a real

issue when we have artificial intelligent systems around, but it becomes an

issue much earlier than that because people's attribution leads them in

strange ways. We saw this in my |ab in the 690s
the COG robot with Kismet robot.

CHALMERS: By the way, there are a lot of psychological results that show
the number one thing that convinces us that a system is conscious is
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whether i t has eyes. So, you go through a whole bunch of different systems
and if they have eyes, theybébre conscious.

WILCZEK: Are you a vegetarian?

CHALMERS: | 6 m not . |l used to think I shouldn't e;
conscious, but my views are such that consciousn ess is very widespread in

t he ani mal ki ngdom and possibly outside, so |
Theredos a | ot of research now on the 1 mpressi

MCEWAN: We would find it very hard not to attribute a being with
consciousness if it  appears to have a theory of mind and appears to
understand us.

CHALMERS: Maybe there's an Al that mimics certain superficial behaviors.

I'm thinking of a little cartoon Al who's studying up for the Turing test, and

it reads the book called Talk Like a Hum an. Maybe superficially he could get
one or two sentences in to convince us he's conscious, but in order to mirror

all of our sensitivities and our expressions of the varieties of consciousness,

the project is not just to mirror superficial expressions, bu t to mirror the
underlying mechanisms. Once | have an Al based on the mechanisms in

humans and they give rise to the full range of expression, I'm not sure how

much more | could demand.

BROOKS: My early experience in the is&&tOlke when | w
robots was all about the speed. So, if the robot just banged into the wall and

backed up and did it again slowly, people would ask what was wrong with it.

But if it did it fast, they would say it looks frustrated.

JONES: In 1943, Fritz Heider a  nd Marianne Simmel put this into their short
animated film.

The cyborg interface is something thatdés got
here, because if 1 6m plugging in an infrared
my computer and we have a certain phenomenal platform between us, at

what point is my consciousness circuiting? At what point do | deposit some
of my reflective capacities into the device, having shared certain machinate
possibilities and so on and so forth. This go
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the evolving ecology. We are persisting in thinking of this "other" as a heap

of metal that is going to somehow eventually arrive. But what if we are

tutoring it, what if we are participating and trading its perception to our

perception, then parking it w hen we go to sleep? Thatds a poc
phil osophers could help us i magine because it

CHALMERS: We 6ve already offloaded a | ot of our ci
devices 8 memories, planning, and navigation.

JONES: Ther eds an ar planged a thin im hishbaamstem so that he

can hear colors because hedés colorblind. What
colors is in the chip, in his cochlear enhancement device? These questions
are already evolving in our partnerships with machines, so we might as well

think about whether webre going to take a ped
relationship to that.

CHALMERS: Especially once there are serious brain computer interfaces.
This is going to be the point where consciousness starts to extend into our
devices .

JONES: The question is whether the wild child of Aveyron had

consciousness, right? There was no human to say, "Are you in pain? Oh, are

you hungry? I s that your internal state?" Tha
that nurtures and teaches and evolves consc iousness. So, | think we could

do that with machines.
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GEORGE DYSON
Al That Evolves in the Wild

| 6m interested not & the stuibthatpedple arattyisgdo A |

sell. I'minterestedin  wild Al 8 Althat evol ves in the wild. Il 6m a
thatdos the i1interest i nfguryedrs agagthete wasmmeeting hi r t vy
just like this in whic  h Stanislaw Ulam said to everybody in the room 0t heyoére

all mathematicians 98 "What makes you so sure that mathematical logic

corresponds to the way w4d etvhkeilnlk¥d"mplttodms d thisg m
the brain works. All those guys knew fully well that the b rain was not

fundamentally logical.

Wedre in a transition similar to the first Ma
Society, which became the Cybernetics Group, started in 1943 at a time of
transition, when the world was full of analog electronics at the end of World

War Il. We had built all these vacuum tubes and suddenly there was free

time to do something with them, so we decided to make digital computers.

And we had the digital revolution. Wedre now
point in history where we ha ve all this digital equipment, all these machines.

Most of the time theydédre doing nothing except

instruction. The funny thing is, now i tds hap
people intentionally. There we had a very deliberate group of people wh 0

said, "Letdés build digital machines. " Now, I
computers i n a very big way, but nobodyédés org
GEORGE DYSON is a historian of science and technology and author

of Darwin Among the Machines and Tur i ngbés Cat hedr al

* k% % %
GEORGE DYSON:1 6 m not a scientist. | 6ve never done
of high school. But | tell stories. lan tells stories that can take us into the
future wherever he wants to go, and | go into the past and find the storie S
that people forgot.
Al i son Gopni k said how nobody reads past the
paper. They never read past his 1936 paper to his 1939 nASystems of
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Based on Orwdhiicdal 9,s0 much more inter-esting. It
deterministic compu ters, not the universal Turing machine but the second

machine he wrote his thesis on in Princeton, which was the oracle machine 0

a non -deterministic machine. Already he realized by then that the

deterministic machines were not that interesting. It was the n on-
deterministic machines that were interesting. Similarly, we talk about the

von Neumann architecture, but von Neumann only has one patent, and that
patentisfor non-von Neumann ar chi t emetramorghic | t 6
computer that can do anything, and he explains that, because  to geta
patent you have to show what it can do. And nobody reads that patent.

o
"
—

or a

The measure of a good story is that it gets b
people, such as Dannyds story about the Songs
look at the development of language and consciousness from the point of

the view of the songs themselves, these strin
with these other minds that are going into te
track where you could have a mind and intelligence that has no technology

at all. Freeman always pointed out that the search for extraterrestrial

intelligence is wrong, that really what we are looking for is extraterrestrial

technology because we can see it. Intelligence and technology are dif ferent

things. Thereb6s a parallel to the songs that
and the songs that went into the oceans and became whales, which have

highly developed songs and are raised by their maternal 100 -year -old

grandmothers. Whales have no techno logy, but obviously they have very

advanced brains, five, six, eight times the size of ours.

|l 6m interested not & the stuibthatpedple arattyisgdo A |

sell. I'minterestedin  wild Al 8 Althat evol ves i n the wild. | 6m a
t h a tthé isteresting thing to me. Thirty -four years ago there was a meeting

just like this in which Stanislaw Ulam said to everybody in the room Ot heyor
all mathematicians 98 "What makes you so sure that mathematical logic
corresponds to the wahighawd etvieilnkd"mplttobs. d t 6 s n
the brain works. All those guys knew fully well that the brain was not

fundamentally logical.

(¢

Wedre in a transition similar to the first Ma
Society, which became the Cybernetics Group, star ted in 1943 at a time of
transition, when the world was full of analog electronics at the end of World
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War Il. We had built all these vacuum tubes and suddenly there was free
time to do something with them, so we decided to make digital computers.

Andweh ad the digital revolution. Webre now at e

point in history where we have all this digital equipment, all these machines.
Most of the time theydre doing nothi

ng except

instruction. The funny thing is, now i t6s happening without

people intentionally. There we had a very deliberate group of people who
sai d, "Letbds build digital machi nes.
computers in a very big way, but nob

If you look at the most interesting computation being done on the Internet,
most of it now is analog computing, analog in the sense of computing with
continuous functions rather than discrete strings of code. The meaning is not
in the sequence of bits; the meanin g is just relative. Von Neumann very
clearly said that relative frequency was how the brain does its

computing. It's pulse frequency coded, not digitally coded. There is no digital
code.

Il n mat hematics thereds this deep, ol
hy pothesis. We have an infinite number of different infinities, but they divide
into only two kinds: countable infinities and uncountable infinities. My

analogy for that is how at the end of a conference when you look for a t

shirt, there are only extra smal | t -shirts and extra large. There are no
medium t -shirts. The continuum hypothesis 0 and there is a difference
between being true and being provable  d has not been proved. It says you

Now, I
odyds org

d probl em

will never find a medium -sized infinity. All the infinities belong to one si de or

the other.

Two very interesting things are happening. What this means is that for any
uncountable infinity, say, a |line, theredbds an

any two points, and then if you cut a piece of that line, it still has an infinite
number of points. That, | believe, is analogous to organisms. All organisms
do their computing with continuous function. In nature we use discrete
functions for error correction in genetics, but all control systems in nature

are analog. The smallest analog system has the full power of the continuum.
On the other side, you have the cons
there is that weoOre trying to prove

tructi bl e
this by d

159



create a medium -sized infinity. So, you can say, "Well, i t exists. Wedve nm
it." The current digital universe is growing by 30 trillion transistors per

second, and thatdés just on the har dwsizee si de,
infinity, but it still legally belongs to the countable infinities.

My metaphor of h  ow I think about this is that no matter what you do in the

digital world, it stays stuck on that side of the room. But thereds no
prohibition against machines doing continuous computing. Then they belong
to the other side. We were talking about hybrid mach i nes yesterday. Th

the interesting future that the Adam that lan McEwan imagines is only going
to happen when the machines move to the other side, to the continuous

side. Then they can start having the things w
to do that.
| 6m just going to close with not my idea but

Neumann centennial was in 2003, and the Templeton Foundation was

changing from trying to prove the existence of God to not mentioning God at

all. They held a series of meetings in honor of von Neumann, one of which
was on von Neumann game theory. One of the people, a Scottish
mathematician, came in and gave absolutely beautiful proof using classical
von Neumann game t h eroadfofthe ekistenae af<Gaddhut it
was proof that if  there was a God, no matter what value function you

choose, the payoff is higher if God does not reveal herself.

The message to take home is that faith is bet
proof. Wedre in exactly the same sieetmgsti on wi
year after year with the same discussions, and people are waiting for proof.
To me the Turing test is wrong. Actually, it o
intelligent machine is whether it's intelligent enough not to reveal its
intelligeneefoldtAls asua whole that webdre goi nt
and we need to have faith in Al. | have faith in it. | believe it exists, but we
dondt want proof. l't'"s a game of faith.

* k% %
W. DANIEL HILLIS: Geor g e, |l wonder if youdbdre making

distinction between continuous and discrete.
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G. DYSON: Oh , |l 60m definitely making too much of i

HILLIS: To me t hereds an engineering problem in ¢
by noise. Analog systems generally deal with that problem by filtering. So,

they do it by only accepting restricted time frequency range of signals. In

some sense they disallow information being encoded in a certain part of the

frequency space. Sometimes thatods just inhere
Someti mes itds done byingrector explicit filte

Another way of dealing with noise is disallowing certain amplitudes, which is
basically how digital systems do it. That has some advantages and
disadvantages. Either of them can be made to represent things to arbitrary
precision, and in practice you can represent things to higher precision using
the digital methods, although at great cost in power.

So, it seems to me like this is just an engineering trick. There are many
other things that are halfway in between, like using the discrete
eigenvectors of a continuous function or something like that. It seems to me

|l i ke thereds nothing qualitatively different.
discussion to say, "Hey, | might do better using analog to solve these

problems,"” but | 6m not it abilitgetodolaraartificiain t er ms of
intelligence that thereds anything there.

NEIL GERSHENFELD: On the analog side, you can price that exactly with
fluctuation dissipation. Thereds an exact pri
of having tolerance in an analog signal. The very first digital logic had

floating point processors, and they had digital signal processors, and they

had digital signals. They had processors to do special processing on

continuous costings on the digital side. On the analog side, th ereds a very
precise tradeoff between what tolerance costs you, and in fact most of the
power in your phoneds radio is in the receive

this fluctuation.
G. DYSON: Anal og machines, | ike nervous systems,

progam mi ng. Theredés not an algorithm, which is
so obsessed that there has to be an algorithm.

161



RODNEY BROOKS: I nst ead of worrying about whether i
itéds the organization, because you get into a
complexity class by the way stuff is organized.

HILLIS:That 6s the second sense of analog. There
different senses of analog, which have nothing to do with each other.

BROOKS: He was talking about your second sense, | thought.

HILLIS: |t hought he was explicit that he was talking about continuous
versus discrete.

G. DYSON: Ye s . | didndédt get to the other side, wh
very intelligent systems without any digital programming in the sense that
we take it for granted.

HILLIS:Then thereds a second sense of analog, wt
whet her the computation bears an anal ogous st
computing on. For instance, a map is an analog of the physical. You can

have continuous and discrete circuits that are analog in that sense, that

work by an analogy in the world.

Having the algorithms stored separately versus inherently built into the

structure is yet another issue. We tend to talk about all those together, and

they get mixed up in this digital/analog di stinction. | &m not sur e
interesting distinction is.

GERSHENFELD: To Rodés point, these are ridiculous
the needle on the DVM and digital is ones and zeroes, neither really bears on

what 6s i nteresting. B oomputeissalvatiomidirotey and i n
details and the architecture, which applies a
not captured by either of those limits.

SETH LLOYD: Hi st orically, this whole question was
great book, The Mathematical Th eory of Communication , where he showed

exactly how if you have analog systems, continuous systems that have noise

and that are power and bandwidth -limited, then they are effectively digital,

and you can map the number of bits that can be encoded in it. Thi s is the
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book where he coined the word "bit," which he stole from John Tukey. In
some sense this is a question that was resolved gloriously in 1946.

BROOKS: A few years ago, Carver Mead told me that the defining moment
of his life was when Gordon Moore han ded him a bag with thirty transistors
in it.

G. DYSON: He wrote the book on analog VLSI!

HILLIS:Fr eeman made an engineering observation t
overboard with this digital thing, and itbés v
right technology to get to the next level of performance. These things would

be better done using anal og. | agrepushed t h t ha
the digital thing in our engineering. But that's an engineering technology

point; itds nothing fundamethdaughtwhenlyauut comput a
started making this analogy with the continuum hypothesis that you were

saying thereds some fundamental difference be

dondét believe that one.
G. DYSON: The analogy was that when you take the continuous infinity and
cut it in half, you still have the full infinity. The two kinds of computing

follow the same path.

HILLIS:Her ebs why thatds not true: |l f you cut tF
youdbve now got twice as much noise per signal

GERSHENFELD: Fluctuation dissipa tion means if you multiply how much a

signal fluctuates by how much power youbre co
youbre in, thatodos a constant, and so reducing
increases the power consumption. It costs you to limit fluctuation in analog

systems. Theydre not continuous. Il tés very ex
di stribution. The people making all the devic

this naive version of this beautiful, clean dot on the line.

TOM GRIFFITHS: You can see a nice example  of this in human languages.
They way that human languages are structured there is through a

continuous signal that is coming out of our mouths. The way that we

perceive that is by breaking it up into these discrete paths, phonemes and
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so on, and then build  ing those into words and then being able to exploit the
common atorics of the resulting discrete signals.

ROBERT AXELROD: Intonation is analog, right?

GRIFFITHS: Ye s, but thatodos | ayered on top of an u
Thereds a ni ce ewapaone bySmoh Kirbyraadthis colleagues

where they had people playing slide whistles and then asked people to

reproduce the slide whistle sounds, and then they looked at what happened

as those slide whistles were transmitted. They very quickly evolved i nto

discrete digital signals of repeating particular elements and so on. The

argument is that thatodés essentially what happ
where you get this discreteness emerging as a way of dealing with this noisy

continuous signal.

CAROLINEJONES: I 6d I i ke to reorganize the discussi
which was about faith, and ask if you are con
John kept throwing at us about kissing the hand that holds the whip. Just

what are you articulating here, that we should have faith in the self -

organizing benignity of Al?

G. DYSON: No. Lack of proof is not proof of lack of existence. Just because

people are saying, "Oh, we dondét think therebd
proof of it," my faith is di fferent. Il 6m quite willing to be
needing proof.

JONES: So, youb6re advocating faith without worsh

G. DYSON: Ye s . | 6m just as suspicious as Norbert
suspicious than Norbert Wiener. What he was talking about wa s if you hand
this over to the corporations, youdre in trou

Wiener was very preoccupied with control and control systems. Now, we talk

much more about intelligence. We talk less about control. Control is just as

important, and there again is my faith t hat these large analog control

systemsare 8t hat wor ks both ways because theyobére n
is no program for an analog control system in the sense that you can change

a bit here and get a different outcome. Thaté
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that' s why weodore fooling ourselves by thinking
program that has control.

ALISON GOPNIK: This gets back to just how surprising it is that taking the
phenomenology of  verbally thinking through or calculating a process, that
that very high level linguistic phenomenology, which essentially is what
Turing was doing, and taking the structure of that turned out to be as

productive as it was for creating 0 whether you call it intelligence or not o}
incredibly complex functions. That's a remarkabl e fact.
| dondt think a priori if you | ooked at human

everything thatdés going on under the hood doe
of being digitized or being sequential,” and it turns out that treating that

little tnybito n top thatodés about how we talk to one
to ourselves as the relevant structure turns out to create these systems that

can do all things |ike see or process Vision
remarkable non -obvious scientific fact.

PETER GALISON: Early Wiener, in the war and just after the war, his
interest in control, which is crucial, was attached to a notion of

purposefulness. But purpose was not purely computational as such. He

thought that was the leading edge of a series of an alog procedures that
would substitute for various mental states, a kind of post behavioral

behaviorism, a behavior  -accessible form that would get at a mental state.
Old - style behaviorism would refuse any attribution of mental states that are
useful for the m, but Wiener had built on things that were going on in
psychology in the | ate 630s. He then had this
that would do something like purposefulness and to say, "This and no other

is what purpose is."

GOPNIK: Ther e 6s a ningconreaion¢hsré as well that the context in

which you get human beings generating, and language is an interesting

example, but thereds at | east an argument tha
things like long -term planning. So, whatodés the coaugettkis i n whi
phenomenon of having a series of calculations or having a series of discrete

things that youbre doing?

165



The context is things like tool use, where you have to restrict a set of actions

that youdre going to perform ilnAstopposedmer vi ce o0
things |ike vision that donét seem-directechhave th
teleological character. I f you want to go out
youdre doing is performing a whole set of ope
somet hing in the way that when youdre saying t
going to do tomorrow? | &d&m going to gohahhere an
that structure. So, there might be a relationship between the idea of control

and the idea of teleology and computation at least from the perspective of

what human cognition is like.
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PETER GALISON
Epistemic Virtues

|l 6m interested in the question of epistemic v
epistemic fears that theyore desingeanhdw t o addr
we gain and secure knowl edge. tdkaboutwhadtd | i ke t

we might be afraid of, where our knowledge might go astray, and what

aspects of our fears about how what might misfire can be addressed by

particular strategies, and then to see how thatds changed quite
time.

James Clerk Maxwell, just by way of background, had done these very

mechanical representations of electromagnetism 0 gears and ball bearings,

and strings and rubber bands.alséblttealtlmovot d doi ng
the most abstract treatise on electricity and magnetism, which used the

| east action principle and doesndét go by the
this very short essay, he wrote, "Some people gain their understanding of

the world by symbols and mathematics. Others gain their understanding by

pure geometry and space. There are some others that find an acceleration in

the muscular effort that is brought to them in understanding, in feeling the

force of objects moving through the wor Id. What they want are words of

power that stir their souls like the memory of childhood. For the sake of

persons of these different types, whether they want the paleness and tenuity

of mathematical symbolism, or they want the robust aspects of this

muscular engagement, we should present all of th
combination of them that give us our best access to truth.”

PETER GALISON is a science historian; Joseph Pellegrino University Professor

and co -founder of the Black Hole Initiative at Harvard Un iversity; and  author
of Einstein'"s Clocks and Poincar ®b6s Maps: Empir
* k% k%

PETER GALISON:1 6 m i nterested in the question of e
diversity, and the epistemic fears that theyo
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epistemicl meanhow we gain and secure knowledge. What
here is talk about what we might be afraid of, where our knowledge might

go astray, and what aspects of our fears about how what might misfire can

be addressed by particular strategies, and then to see how that s changed
quite radically over time.

The place where Lorraine Daston and | focused in the study of objectivity,

for example, was in these atlases, these compendia of scientific images that

gave you the basic working objects of different domains 0 atlas es of clouds,
atlases of skulls, atlases of plants, atlases in the later period of elementary

particles. These are volumes, literary objects, and eventually digital objects
that were used to help classify and organize the ground objects of different
scient ific domains.

In the periods you might schematize by being 1730 -1830 0 and these dates

are arbitrary and overly precise 0 there was a desire above all to find the

objects that were in back of the objects that we happen to see. In other

words, not this clover o utside the boardroom that's been half moth -eaten

and half sunburned, but the plant form that e
Goethe meant when he talked about the "urpflanze." The advantage of that

seemed obvious. The fear was that you would spend your tim e looking at

particular defective clovers here or there and not understand that they were

unified under a particular form that was the reality behind the curtain of

mere appearances.

When William Cheselden in 1733 hung a skeleton and looked at it through a

camera obscura, he wasn't looking to draw that particular skeleton; he was
trying to use that and then correct the errors 0 the fact that it was too fat, or
too thin, or had a cracked rib. When Albinus said, "I draw what | draw and

then | fix the imperfecti ons," it was because it seemed obvious that the

images you would want of a skeleton o or a flower, or an insect, or whatever

it was d was not the skull that belonged to me or you, but the skull that

belonged behind all the particular skulls that we might see.

There was a fear of the multiplied variegated skulls, or clovers, or clouds

that we might see, and the antidote was to draw something abstracted from

that that was supposed to lie behind any particulars. Goethe would say, "I

never draw any particular thing " There was a particular kind of person who
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was appropriate to doing this, and that was the genius. In the 18 th century it
was recognized that it was fine for an Albinus, or a Goethe, or a Cheselden
to make that kind of argument.

Inthe 19 w century that begins to proliferate. When everybody starts writing

down, or drawing, or painting the objects that they thought should be there

and they start to clash, thereds a new probl e
of the myriad depictions of the heart, or the skul [, or the plant world, or the

natural world, or crystals, or other things. The epistemic fear was of this

contradictory multiplication of representations, each of which purported to

be the urpflanze or the equivalent in other domains. The response to that

was to seek out mechanical transfer of the world to the page. And by

mechanical, that doesndt mean just the | evers
kind of thing, including chemical -based photography. In the 19 th century,

mechanical meant all of those proced ural developments.

This was labeled objectivity for the first time i n a sense thatodés cont |
with the modern sense. When Descartes uses a term like "objective," he

means more or | ess the opposite from what we
Starting aroun d 1830, coming from a mix of literary and scientific sources,

people start to talk about this as the mapping of the clover to the page o}

whet her i1itéds tracing, or rubbinggtommmipghot ogr a

our intervention.

If Goethe, Cheselden, and Albinus were maximizing our intervention because
they were the sort of people who could part the curtain of experience, the

19 century wanted to minimize that because people didn't trust the

multiplied number of scientists in the world. They wanted to kn ow what was
actually there & the skull of this person in Case 23 in the Museum of Natural
History in Berlin. So, that became a different response to a different fear

that had swung the other way.

Then a new kind of problem arose in which there were lots of d ifferent
skulls, each correctly or isomorphically represented, at least that was the

ambition. People began to question how we know whether a skull has a

tumor or whether it's just a normal variation. So  they started to have atlases
of normal variations. Y  ou can see how this leads to a regressive problem

that could go on forever, because the space of possible variations of skulls
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just within this room is pretty large. Now think about extending that over all
of humanity and all of time. It became very hard t 0 work.

The way the doctors used these atlases was to identify what's normal and
what's within the range of normal, so if they saw something that didn't look

like that, it was pathological. What got me interested in this in the first place
were these atlas es of cloud chamber and bubble chamber images in particle
physics, where it was used in a very interesting way. This is a literary form
that the physicists borrowed from the doctors
like borrowing from doctors. They said, "If you see an image that departs
from the range of the normal, what you have is a discovery, not a

pathology."” So, the bubble chamber scanners at Berkeley, or CERN,

wherever it was, would study these compendia and then send an

alert through the chain of comma nd. Once it got up to a Luis Alvarez or
somebody else, they could say they discovered something.

What then began to happen was people started to see the importance of
using judgment. This pure mechanical objectivity was proliferating like crazy
with all th ese variations. People needed to know the difference between a
misfiring of the apparatus or the environment and what the real effect was.
The people making magnetograms of the sun said, "We could print

mechanically and objectively what we get out of our m achines. You wouldn't
be able to tell whatodos an artifact of our mac
i mplication was not because theyodore geniuses,

trained. That kind of trained judgment became a new objectivity.

People began to worry about how they would train people to recognize

artifacts and to do it in a way that follows a course or a procedure. For

instance, there is a famous atlas of electroencephalograms, and people said,

"Do our course for several weeks, and we can train you to distingui sh grand

mal and petit mal seizures and various other
genius but because we can train you."

That became a mantra in the 20 th century, that you have all these atlases
that explicitly extoled the human capacity to learn judgment . They could
train anyone to look at electroencephalograms to make these kinds of
distinctions in a way that was repeatable and therefore objective, but not
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mechanical. They didn't know how to do that. This is in the '40s, and '50s
and '60s. They didn'tkn  ow how to make it purely algorithmic.

The same was true in stellar spectra and other astronomical problems. Long

before you could classify stars by a procedure or an algorithm, people

became very good at classifying them by looking at the spectra and makin g

judgments. These are shifts in response to fears. Epistemic virtue is the

response; i1itdés the Rx to the Dx. The diagnosi
and these are responses of procedure, of judgment, of mechanical transfer

to those difficulties.

There's a current project that I 6m involved w
Horizon Telescope. Theyodre trying to make i ma
like supermassive black holes and other objects in the sky. One of the

problems is that the data is extrem ely sparse and noisy, and you have to

extract an image from it.

There are two problems, one of which is the spring of Narcissus problem.

The spring of Narcissus problem is that you ¢
because you dondét see anabunbhiohpgints ahdftoldlyougave you
to draw the best curve through it, you would rightly tell me that's not a well -

posed question. You can say, draw the best straight line through it, and that

would be easy 9 every ninth grader can do that. If you want the best circle or

the best hyperbole, whatever it is, you can solve the problem. You need to

assume something, then you can get information out. These images have

that character. You have to make some kind of Bayesian assumption prior,

and then from that you can ¢ reate an image. That leads to the problem of

Narcissus. The worry is that you might impose so heavily your prior

assumption about what you would see that you

there, like when Narcissus looks into the spring and sees his face. If you
dondét i mpose any prior knowledge, thétheyou ha
problem of the helm of darkness, which means
SO you candét extract anything. You have this
The question on this collaboration is, how do you get an objective image?

There are various strategies that theyodve tak
instance, one of them is to divide the team of about 120 or 200 people on
this collaboration, but the imaging teams are divided into groups a nd they
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work under utter secrecy from each other within the collaboration. They
produce their images and compare them. Another strategy is to vary the
priors, and then the question is, have you varied the priors enough to give
you an objective image?

There6s another possibility, which has been sug
example, the space telescope has a huge number of galaxies, more than the
astronomers could cope with, to try to classify and understand. One of their

first moves was to make this into a public game. There are hundreds of

thousands of people who do this thing called "Galaxy Zoo," where youor e

given images, you take a training program, you take a test, and then you

start classifying galaxies. Some people didno

training computers to classify these galaxies. So, they began to train the
computer to classify the galaxies using these learning neural net arguments.

So then they said, "Okay, webve classified th
we canodét interomggameashéeéopwhat itds doing. " |
that weoOve talked about here before. This 1is
where you've gained opacity and capacity at the same time. You can classify
a lot of things, you can show it overlaps in the rest ricted domain where
youdve gotardkpietrtgi ves the right answer, but

what it has done.

There are lots of interesting papers where people start to talk about Al and

attributing to it a kind of human capacity. They say it mislearne d, or started

to act pathologically; it found a little bit of striping on the snail and has

covered the snail completely with stripes, made it look like a zebra snail.

This attribution of purpose and humanity to this program, partly in virtue of

the factt hat it seems to be making human kinds of errors, becomes a big

i ssue because you canot ask it what 1 td6s doin
some of these tasks as a way of solving the objectivity problem, but then in

response we have an opacity problem. T hat happens in a lot of domains.

In my contribution for the book, | talked a little bit about algorithmic

sentencing. This is, for instance, if a judge wants to sentence people on their

objective likelihood of committing another crime. The problem is that

because of the proprietary secrecy of the company that makes the

al gorithms, or because the algorithms are so
unwind them, they dondét know or won't be told
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made and whether it's using criteria that woul d violate our norms. So, if you
live above 125 t Street in Manhattan and you're given a higher sentence,
this is just a proxy for race.

Thatdéds in the moral, political, | egal domai n,
the sciences, there are analog questions th at you might ask. What kinds of

criteria are being emphasized in this? What is the alternative to this opacity?

We know what the gain could be: It could increase our capacity, give us

objectivity beyond human judgment. But it costs us in what we can

interr ogate. Suppose that it worked, suppose we were completely happy

with it. Would that be enough in the scientific applications of Al? | don't

mean what you buy on Netflix or Amazon; | <cer
knowing the algorithm by which it tells me | migh t like a movie if | like the

movie. | just question whether even excellent prediction in the scientific

domain would satisfy us.

| just want to end with a reflection that James Clerk Maxwell had back in the

19w century that | thought was rather beautiful. James Clerk Maxwell, just by

way of background, had done these very mechanical representations of

electromagnetism 0 gears and ball bearings, and strings and rubber bands.

He | oved doing that. Hebés also the author of
electricity and magneti sm, which used the | east acti
go by the pictorial, sensorial path at all. In this very short essay, he wrote,

"Some people gain their understanding of the world by symbols and

mathematics. Others gain their understanding by pure geometry and space.

There are some others that find an acceleration in the muscular effort that is

brought to them in understanding, in feeling the force of objects moving

through the world. What they want are words of power that stir their souls

like the memory of childhood. For the sake of persons of these different

types, whether they want the paleness and tenuity of mathematical

symbolism, or they want the robust aspects of this muscular engagement,

we should present all ocombin&tienofehewthatgive |t 6 s t he
us our best access to truth." What he was talking about in some ways was

himself; this is what he wanted.

If you go back to one of the great Old English origins of the word

"understanding,"” under doesrlymeaméamongbeneat h,
"Standing," was different forms of standing.
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in a grove of different trees. That sense of being among these different ways
of grasping the world & some predictive, some mathematical d even
something as abstr act as a black hole, there are models that use swirling
water like a bathtub around a bathtub drain to understand the dynamics of
the ergosphere, that ability to stand among these different things might be

something that we want and whether we can make use in different ways of
Al, or whether Al will only be part of that understanding seems to me to be
known.

* k% % %

NEIL GERSHENFELD: Pet er, t hereds one straightforwar
you say the network is inscrutable, thatods an
an interesting thing happening with what are called auto encoder networks,
where you force the network through a constriction and you force it to have

low-di mensi onal representation aft edmensibndls gone
unpacking. There are bee  n a lot of interesting results where you then look at
these internal representations and find theyo
version just to say itbdés a bi gdyoedamaskthe and th
network to help you find a representation. There have been a number of

interesting examples of what comes from those.

GALISON: Y e s, | 6ve seen them. There are a bunch
sampling in the space that can help you, but the people that do a lot of this

imaging work find that they are unable t o unwind those.

GERSHENFELD: What |1 6m saying isndot sampling, itds
thatdos a |ittle more recent. As part of train
network through an internal constriction where you ask it to find an

interpretable representat i on. So, i1ités a different archite
|l ook at the network and figure out what itds

teach you a representation you can understand. There are very interesting
examples of that working.

W. DANIEL HILLIS: I unders tand the sense in which you say the networks

are inscrutabl e, but I 6m surprised that you t
ask somebody why they decided something, they will make up a story.
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Thereds very good evidence that i hingnobdoy cases
with what happened.

GALISON: That 6s true. But you can sometimes get
that was the hope.

HILLIS: I would think there's a better hope, particularly if you want to have
networks that have the property of understandability, which is the kind of
thing Neil is talking about 0 to have Al that is truly understandable in how
they made the decision. There's more hope with that than with humans.

ALISON GOPNIK: There are two orthogonal problems that are getting

mixed up here. One of th  em has to do with how much access the system has

to its own processes. The other one, which is the scientific problem, has to

do with whether the system is outputting a re

out there in the world. If you think that all of huma n cognition, or at least a

l ot of it is this inverse problem about a bu
want to reconstruct what it was out there in the objective world that was

creating that data, thatods the central proble
system and itdés the central problem of science

First of all, do you understand what the process is that is enabling you to

solve that inverse problem? Secondly, do you have something that looks like

a solution to the inverse problem? Do you have a represent ation, whether

ités accurate or not, about whatds going on i
to that pattern?

HILLIS: To answer that second question, though, you have to have some

criterion of the quality of the solumion. Tha
classifier theory. There are many measures of the quality of the solution

when you decide to basically cluster things. So, you can pick your measure,

and you can measure how good it is under that measure.

GALISON: It's not that people said, "Humans mak e judgments. Thatos
In fact, what led to the development of mechanical objectivity in the first

pl ace was that they didnét | ike relying on th
like Goethe and Albinus, because they felt that it was obscure. When it

began to be areal problem was when it proliferated in the 19 th century.
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IAN MCEWAN: In your early atlases, we see the power of Platonic thought
and the extension of Neoplatonism.

GALISON:Yes, thatdéds how I think of it. l'tds a s
form that lies behind the myriad particularities that we encounter.

MCEWAN: Thi s is Pl atobs cave, in fact.

HILLIS: There is a way of representing clusters, which is to pick the center

of the cluster and then pick all of the things that are closest to it. The b etter
algorithms like vector support methods pick a bunch of outliers, so anything

farther out than this won't be considered in the cluster.

GALISON: In the history of classifying images by scientists, there are a

bunch of different strategies. One was to take the most perfect extant

instance & the best skull & abstract from that, make it even more perfect,

maybe geometrizing it in some way or making it into a perfect harmony of

measures. Another was to take an extreme example or an average. There

were atlases that would take like many livers and weigh them all and find

the average weight of a I|liver, and then that
like your center choice that you were saying. Then in the biological domains,

very often they the first -discovered inst ance becomes the type specimen,

which is even stranger.

GERSHENFELD: Harvard has this amazing room of drawers in the museum.
So, you pull open the drawer and it will look like little fur pelts, and the fur

pelts might be for a beaver and a squirrel . Bubeaver;t 6s not
i tthesbeaver . l't is the beaver that all/l beavers
become much more i mportant recently because t

they're used to do genotypes and phenotypes.

GALISON: Youcanseethat t hereds a struggle to try to fi
make a representation of a class of things that are different.

HILLIS: In clustering techniques, the ones that work less well in practice or

the two that you mentioned before opick the one thatdester,cl osest
or make up an i maginary odthodatdendih whrek ceal
well.
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It turns out that the ones that seem to behave the best in practice is

somet hing that was not in any of your | ists.
i n at | as e dasicdilywthat licall upport vector, where the support

vector is the set of things that are right on the edge. You define it by the

things that are barely within the category.

GOPNIK: Danny, is it hat you have an objective measure of what the things
are that are being clustered, independently of the cluster?

HILLIS: Yes.

GOPNIK: That 6s the problem that Peter is raising
science, youodre in this situation in which yo
and youdbre trying to tfhiighgr @ southawhast gtemesr at i n
that you want to cluster.

GALISON: When youob6re | ooking at a candidate bl ac
you donét know what itdés going to |l ook |ike,
are three kinds of galaxies. | want to ¢ lassify them. This one, | know it looks

like one of those, etc.”

CAROLINE JONES: The problem seemed to proliferate off earth. Out of

Plato's cave is fine when you can wander around and pick up the turtle or

the beaver, but when youodrMads,awymywy ddohmrdtcamay
symbol s, you just have geometries that it tur
imposing on the mechanical artifact.

SETH LLOYD: | disagree. Neoplatonism is never fine.

JONES: As a historical progression, Platonism works for those peo ple who

have philosopher kings and can wander and pick up the beaver. It works less

well when youbre relying on a telescope and |
planet.

LLOYD: Youobre describing support vector machines
mathematically well -defined process to make a cluster, or you have two

clusters and you try to draw the hyperplane that separates them with the

maximum margin, which is a good idea and works extremely well also in
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high dimensions. Then, of course, the stuff on the edge of this m argin, the
support vectors define it. Then you could also do k -means clustering, which
is the other one. You pick a represented example and you say, "We can put

these together," and you find that both of them work okay, but of course,

t here ar enoditl ymeaclessstagr s. Thereds no definitior
These things wildl have examples of overl ap wi
things that impinge on the other clusters. There is no abstract ideal cluster

thatds ther e, S0 you haveaeasooableBayeganpriprtowi t h s om
say, "Okay, here i s how webre going to deal w

Now, we have this nice feature where we admit these artificial intelligences,

which we are not going to understand in rough
understand humans, into our spectrum of model s tha
order to do things like look at medical images. In addition to radiologists

looking at medical images, we can also run them by the deep neural network

and see what they say, too.

| t 6 s rnadthaewe have other artificial intelligences with whom to

coll aborate. We dondét know what theyo6re doing
methods that we can compare, things like support vector machines and well -
defined mat hemati cal me t h o d sgowgoa wiichise know wh
incidentally is what happens in Netflix. Netflix does not have a deep neural

net work, they have a matrix completion algor.i
mat hematically. I tds very | abor intensive, bu
say,"Here 6 s what s happening inside your computer
it works."

HILLIS: In many examples, there is an outside way of measuring the

voll ey, which is if youbre going to do someth
utility of the success of doing whate ver. There are many systems in which

you can say, "Well, this clustering technique was better than that one

because it corresponded more to the way that we use the decision."

GALISON: It 6s easier if you have other independe
say, got o a higher frequency.

178



HILLIS: Thereds a great example of that wthwhi ch we
the example you said about the type specimens. The grouping of animals, in

terms of genus, and species, and things like that, was done by people

deciding that th e important character is the shape of the jaw, or the number

of tailbones, or something like that. What was interesting was that was all

done pre -DNA and even pre -necessarily everybody that was doing it

believing in evolution. But when we got the ability t 0 sequence mitochondrial
DNA and got some insight into the process, it turns out almost exactly all

those judgments were correct. They had picked the correct character and so

on, so their clustering method, although it seemed very arbitrary, in fact,

exact ly reproduced the tree of life.

GALISON: | f youodr e amkingixtpelAmazenr and you find this

turtle that you think is a new turtle ono one has seen a turtle tt
species 8 you would probably not choose one that looked almost like the
exttreme example of the new turtle that | ooked a

l ook for a turtle that was pretty different.
type specimen that is more distinct than the marginal one might be.

MCEWAN: |1 6m t hinking her ek bosf sLuebenumiwsesnihoores t o t he
Society, where he is drawing a sperm and he inserts a homunculus.

GALISON: That seems to me an early example of what | call the spring of

Narcissus problem. No one knows what a supermassive black hole, what the

form of the shad ow is going to be. There are models and simulations, but no

one knows. ltds not | ike |l ooking at a known g
does my method match up with what webdve alrea
gradient telescopes."

GERSHENFELD: Something thatismi sl eadi ng in the way weodve

about this is modern clustering algorithms do
give you distributions. A hard clustering like k -means will miss

something important just over the boundary. ltds probabilistic. Ap
thi s, you donbét get the i mage, you get PDFs ov
how modern clusters work. In modern classific

classification, you get the probabilities of associations, and the classifier
wouldn't tell you the difference b etween 49, 51 and 0, 100 likelihood.
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Modern classifiers give you the classification, but they also give you
uncertainty on top of that.

GOPNIK: Therebés an interesting contrast if youdr
especially i f youbr e | pewmkthethogs that peoplechave i n t hat
di scovered thatodos interesting is if youdre | o
certainly seemed to be some kinds of processes that are doing things in an

associative way that are essentially looking for distributions. B ut by the time

kids are linguistically categorizing things, they have something that is a

much more essentialist, science -like category, a natural kind category. So,

what they think is the thing that youdre poin
about a dog, i t has nothing to do with any distribution of the properties of a

dog. They think, itbdés whatever is the underly
the underlying causal set of properties, which is giving rise to some set of

data, some set of tphrcewiggswhichhcautd tugn outitd bee

completely wrong.

That abstract notion about what a category is that comes in science, the

natur al kind idea that itdos whatever is out t
this set of correlations among data, that seems to be what the four  -year -

olds think that a category is and not the idea of the distribution. You can

show that they can detach the distribution fr
they are in effect doing the clustering, but
on with the clustering, even when youbre thre
this abstract underl ying causal Baesiant em t hat 0s
picture seems to be very deeply built into the way we were even thinking

about categories.

GALISON: It m ay be in the trees that stand around us in understanding

that Al will come in as more than one tree and that there may be different

ways that Al will function in that. It won't be just the Al tree, and the

differential equation tree, and the analog model t ree, and so on; rather, Al
may stand in different ways and in different forms of clustering, in

particulars and probabilistic distributions and so on. We ought to remain

open to that possibility, too, that more than one Al in the image context will

help co nstitute what we mean by understanding in ten years.
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SETH LLOYD
Communal Intelligence

We haven't talked about the socialization of intelligence very much. We

talked a lot about intelligence as being individual human things, yet the

thing that distinguishes humans from other animals is our possession of

human language, which allows us both to think and communicate in ways

t hat other animals donét appear to be able to
power as a global organism, which is causing lots of trouble. If | were

another species, | 6d be pretty damn pissed of
human beings effective is not their individual intelligences, though there are

many very intelligent people in this room, but their communal intelligence.

SETH LLOYD is a theoretical physicist at MIT; Nam P. Suh Professor in the
Department of Mechanical Engineering; external professor at the Santa Fe
Institute; and  author of Programming the Universe: A Quantum Computer
Scientist Takes on the Cosmos.

* k% %
SETHLLOYD:1 6m a bit embarrassed because |1 6ve ber
going close to | ast in this meeting. |l 6ve hea
SO many great ideas, which | will shamelessly parrot while trying to ascribe
them to the people who mentioned them. This has been a fantastic meeting.

When John first talked about doing something like the Macy Conferences, |

didndét know what they were, so | went back an
was remar kabl e how prescient the ideasndseemed
that , because why was it that al/l of a swudden
and interested in Al and devices that mimic neural networks? People were

worried about it back then, and yet f or decades it didndét seem

were that worried about this.

Rod Brooks made the point that what happened was the digital revolution

took off. Mooreb6s | aw went ahead full steam,
Neumann architecture just wasnodét worth doing
a von Neumann machine that would be able to do anything that you could

do. People just rather stopped worrying about this for a while.

Now, however, wedre in quite a different era.
to say about artificial intelligence and even about quantum machine
learning,bu t 1 6d | i ke to give a |little perspective

from someone who's  trying to build computers where you store bits of
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information on individual atoms and on superconducting quantum
computers, and also with people who are trying to extend Mooreds | aw
further and further.

Wedbre not at the end of Mooreds | aw right now
ended long ago. Most noticeably, the processor speed, which had been
doubling every few years, crapped out at about three gigahertz around

fifteen yea rsago d around 2003 or something like that 0 simply so the
devices woul dn &d to theedevelopménthof nsulti -core systems,
which are primitive parallelism compared with

machine but, nonetheless, a form of parallelism.

Now, as people are trying to press down to make the field effect transistor
smaller and smaller, quantum mechanical tunneling effects are coming into
play, and leakage current is growing when you start to make these

transistors smaller than five nanometers or s 0. At that scale, statistical

fluctuations in the number of electrons on the transistor comes into play,

and the amount of noise thatés going in the s
problem gets worse. ltés clear that you canot
Mo o rséa@. Just making von Neumann -like Intel processors is not going to

keep going for that much longer.

What's happening is not that Mooreds | aw is e
a variety of different kinds of systems. People are already using GPUs to do
lots of these neural network systems. Field - programmable gate arrays are

extremely useful for fast control systems. Neuromorphic computation is
being explored, where you make systems that are more analog.

| have to say a little bit about analog versus dig it al here even though
false dichotomy. When John said heds going to
digital, Danny sai d, "But thatodéds so digital o]

nature is quantum mechanical, as Freeman Dyson pointed out, and quantum
mecha nics is both analog and digital. Once you operate at this very small
scale, the digital nature of the universe is extremely important.

The kind of information processing that Caroline Jones was talking about,

i nformation processing tubhsuggésisagewisat@appsn i n t he
to enlist your gut to compute for you or to enlist your gut to give you the gut

feeling of whether this is a spiral galaxy or an elliptical galaxy.

|l tés i mportant to note, and Neil Ger shenfeld
largest amount of information processing going on in the human body is not
in the brainchembsadi gntat mati on processing t
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the level of DNA and RNA, which is the ultimate digital forum for

information, because quantum mechan ics makes nature digital. It gives you
only a certain number of types of elementary particles, which are combined

to make only a certain number of types of atoms, which combine to make a

large but countable number of molecules. They can be in different pla ces.

Somewhere, billions of years ago, living systems figured out how to harness
this very microscopic digital nature of nature into encoding genetic
information into DNA and RNA, and into the receptor dynamics and the
receptors in cells. All cells have re ceptor dynamics in the metabolism of
cells.

As Neil pointedout, i f you | ook at whatdés going
reproduction in a cell, it takes about a second to bring in something, but
there are 10 18 operations per second. Whereas, the brain has roughly

1011 neurons, 1015 synapses, and is going at 100 hertz ot hat 6s onl

1017 operations per second. These are very large numbers. This has been

y

going on for billions of years. Neur ons haven

years, but by god cells have been, and the y've been processing information
very effectively in a way that combines analog and digital methods.

A wonder ful insight for what happened
agree that there is no singularity th

soon.Mor eover, it is a pity that there arenot

because when | go out there I find that a large number of Silicon Valley
billionaires seem to believe that the singularity is there and that they

themselves will be uploading their conscio usness into a computer sometime
in the near future.

Moreover, John was talking about what
known books. | suspect that if you uploaded yourself to the cloud, even if it
were entirely successful and you found yourself as yourself in the cloud but

unable to go out for a cappuccino, you

Faustian bargain by definition. There are plenty of stories about people who
desire to live forever and the technologies they use. | don't ever remember
any one that worked out well, unless maybe you count the New Testament,

and | 6m not sure we should count t hat .

ALISON GOPNIK: | had a conversation with a young man at Google at one
point who was very keen on the singularity, and | said, "One of the ways

that we a chieve immortality is by having close relationships with other

people & by getting married, by having children.” He said that was too much

happens

mi ght

troubl e, even having a girlfriend. Hedd much

cloud than actually have a girlfriend. That was a much easier process.
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LLOYD: This reminds me of my course at MIT. | write the problems on the

board (theyodre not posted online). I f you wan
to go to class or you have to make a friend. | said, "For you MIT students,
youoll have to decide which is harder to do. "

attendance is very good.

My mot her just died. It was very sad, and | 06m
Of course thatodéds the kind of 1 mmor toaHei ty t hat
immortality of writing wonderful books or doing great science, even though
thatds also a good kind of immortality to str
important are the parts of yourself that you leave with the ones whom you
love and whom are important to you that propagate in good ways.

This is what | loved about what Frank was saying. If you just look at these

numbers for building new devices 0 and we are going to be building

beautiful, huge new devices that have vast amounts of information

processing p ower d that, in the not -so-distant future, will match this roughly

1017 ops per second on something like 10 isbits. Thatds somet hing
|l i kely to happen in the next half century or
a von Neumann ar chi tgtabavato b by alvariétysof g o i n

different methods.

As discussed by David Chalmers in his talks about consciousness, and
emphasized by Rod and Danny and others, people already treat the artificial
intelligences in their life as very important companions tha t they would
never be without. By becoming accustomed to treating these artificial
intelligences as though they're alive, even if it might not meet the criteria for
being able to perceive a gestault is, as | mentioned before, one of the main
issues that wa s brought up back in the Macy Conferences, the early ones.
Can an atrtificial intelligence have a gestault?

Even i f we have something that we know for su
have gestalt, and itdéds a very simplewati rcuit,
to cause it pain. We haven't talked about the socialization of intelligence

very much. We talked a lot about intelligence as being individual human

things, yet the thing that distinguishes humans from other animals is our

possession of human languag e, which allows us both to think and

communicate in ways that other animals donot
gives us a cooperative power as a global organism, which is causing lots of
troubl e. Il f | were another species, nowbd be pr

What makes human beings effective is not their individual intelligences,
though there are many very intelligent people in this room, but their
communal intelligence.
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My prediction would be that thereds not going

goingto have devices that are more and more intel
incorporate them in our lives. We already are. And we will learn about ways
to help each other. | suspect that this is go

the case that when  new information  processing technologies are

developed, you can start using your mind for different things. When writing

was developed 0o the original digital technology 0 that put Homer and other
people who memorized gigantic long poems out of a job. When printing was

develop ed and texts were widely available, people complained that the

skills they had for memorizing large amounts of things and poetry o0 which is
still a wonderful thing to do 0 deteriorated.

Thereds pl enty o theveypeaple nse their ménaoty, given tha t

they have immediate access to Internet search, changes a lot. For myself,

I 61 | just say that I no | onger remember what
did to get it. Where did | go? What were the search terms | used to find

this? Then | can find it again. Letdéds not even mention
knows where the heck theyodre going in
just have somebody saying, "Turn left at the next intersection."

the fac
their h

This is going to be very interesting. If we think of artificial intellige nce as

part of the human communal development, then this is going to be very

empowering for us and for these artificial intelligences. There are a lot of bad

things out there. The fact that the largest amounts of artificial intelligence
outtherearebeing used by | arge corporations to sel!/l
| sometimes question their intelligence. I

| frequently get these ads saying, "Dear Seth, you have this artificial hip.

Perhaps youdd | i ke tohtrwawndhiby o6thlkekewagne he®ed
army knife for you to do it yourself." What a

Moreover, the question is what they could do with that information should

they choose. If Google were more like the government of China or if G oogle

reenters China and the government of China asks it to do things for the

government of China, then we are in something
than 1984 at some level. That's stuff to worry about. This notion was

popular with Stephen Hawking and Elon Musk, that wedll <create a m:
artificial intelligence that will take over society. It just seems silly. First of

all, wed6ére far away from having such an artif
would say, centuries before such a thing might exist, and we have plenty of

time to make sure that if such a thing exists that we'll be okay.

Reading is helpful for this. We know that if you create an artificial being who
is both more intelligent, stronger, and more ethical than you, as Mary
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Shelley pointed out, you bet ter not treat i1t as i1f 1tds sub

then it will behave in a psychotic fashion. If we simply choose to be kind to
the artificial intelligences that we create,
right direction. We should also be very careful abo ut the companies that are

spying on us and are using artificial intelligence primarily to sell us useless
crap over the Internet.

Amongst these technologies that are likely to be useful, these novel

technologies of information processing, are quantum compu ters, which have

not yet done anything that a classical comput
despite the fact that theyore stildl piddling
fifty quantum bits and hundreds of thousands of quantum bit quantum

computers are likely to show up soon. These are going to be just one of

these information processing tools. Theyodre n

can process information for specialized problems like simulating other
physical systems, an application proposed by Richard Feynman, that they
can do better than classical supercomputers.

About six or seven years ago, my post docs and | began looking at applying
guantum information processing to do machine learning. The simple intuition

is that quantum systems can ge nerate statistics that cannot be generated by
any classical computer equipped with a random number generator. They can
generate strange and counterintuitive phenomenon. This has been known for
more than a century. We also know from the example of things li ke deep
neural networks, or Boltzmann machines, or deep learning that if you build a
device that can generate certain kinds of statistics, it can often be used to
recognize similar kinds of patterns. So, if quantum systems can generate

patterns that cannot be generated classically, perhaps they can also
recognize and categorize patterns that <can
a classical system. Moreover, these might go beyond what weirdness like the

EPR effect and stuff like that. It might also be that they can find patterns in
nature for things that you could never do on a classical computer.

(@)}
—

For example, what we first started out doing is exactly these k -means,
guantum k -means, and quantum support vector machines, and then moving
onto just bread and b utter things like regression and principle component
analysis, matrix completion (the Netflix algorithm). These are methods that

involve linear algebra, and a lot of learning techniques just involve taking

gigantic vectors of data and multiplying them by h umongous matrices and
applying some kind of nonlinear transformation, and then you do it

again and you try to train the system to work. Well, guantum mechanics is

about humongous vectors and gigantic vector spaces and multiplying them

by gigantic matrices, and then doing nonlinear things like measuring and
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then seeing what happens. If you do encode data in a quantum mechanical

state, you can kick serious machine -l earning ass. Even-with Goo
qubit superconducting quantum computer, you could in princip le diagonalize
al0i2byl0Oi2matri x, something which would take Avo
operations ordinarily, and youbre not going t
while.

* k% %

W. DANIEL HILLIS: You touched on something that | went back and read
becaus e you had mentioned it in an earlier conversation. In the early Macy

Conference, i n Ashbyods d-iplayngicersputerrhetaliss t he ches
about an algorithmic chess player, but in his formulation, besides a general
purpose machine, he also includes a Geiger counter. He seems to think
somehow that this is iIimportant. Going back to
says, " | agree, itos different with that, but wh
away, and itoll all work just as well . "™ Which

that was the truth. They were correct that the machine with a true element
of randomness was different than a classical
in the way that was helpful.

LLOYD: That 6s an interesting point. Since you me
thoug ht about that some more, about where randomness plays a role. Well,

neurons and synapses are noisy because there are small numbers of

chemicals. So, neural functioning is quite noisy. The kind of digital cellular

level information processing in terms of ge netic reproduction is very precise.

Nine out of ten of the offspring of an E. coli have exactly the same DNA as

the original E. col i, but of course we know t
processes. In fact, if you stress the E. coli by putting in a bi t of alcohol or

something in their petri dish, then they start making more mistakes because

theydore in a bad genetic place.

This is related to what Neil was saying about state of the art machine

learning algorithms. In game theory, what is Nash equilibrium ? Nashos

beautiful theorem says that if you have a game, then there are these
equilibria where both players candt change wh
making things worse for themselves. But in order to achieve that, you need

a probabilistic strategy. In orde r to apply the Kakutani fixed - point theorem,

you need a continuous space of strategies so that you could say, "If | change

my strategy, ités not going to work." The bes
probabilistic strategies. Plenty of times this is a very goo d thing to do.
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HILLIS:But it doesndét require true randomness.
just fine.

FRANK WILCZEK: Although, there have been scientific applications where
pseudorandom numbers ran into trouble.

LLOYD: Right. Pseudorandomness can be problematic . |l t6s expensi ve
computationally and, by definition, it is not random. So, if you happen to hit

one of those non -randomnesses at the wrong time, it could cause you

trouble.

NEIL GERSHENFELD: What 6 s your take on the power of
quantum compu ters? So, quantum computers, the real true ones are

maximally coherent, which means they can be completely entangled, and a

lot of the things called quantum computers that have huge numbers of bits

are only a little bit coher ebouthowasefdltheyher ebds a
are.

LLOYD: D-Wave is not a full -blown quantum computer; it's a quantum
annealer. You encode the answer to a hard problem in the ground state of a

system. I f you can find the | owest energy sta
problem, whichi s a classical method for doing this as well. As a result,

theydre much more i mmune to noise, the fact t
The | owest state is the answer. Thereds a cl a
simulated annealing, where you set up the logical constraints of your

problem so that the energy is the number of violated logical constraints. So,

the ground state by definition has the lowest energy because none of the

constraints are violated. So, itds a solution
to fi nd the answer.

GERSHENFELD: Another way to say it is you put it in the answer, but you
change the question. If you put it in the answer to an easy problem, you
then deform it to asking a hard problem, and if you change it slowly

enough it stays in the answ er.

LLOYD: Quantum annealing is based on what Neil just said: You start at a

very easy thing to say, like all the spins in your computer should be pointing

this way, and then you gradually turn on this energy function that you wish

to find the lowestenerg y st ate. Thereds a theorem called
theorem that says if you do this slowly enoug
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This notion of doing computation this way, quantum computation the way it

was developed at MIT, but the design for the D -Wave system was developed

by my graduate student, Bill Kaminsky and me in 2002. We failed to patent

it because we did a little calculati on, and w
entangled about 50 quantum bits, then even under the absolute most

optimistic assumptions, that is not going to work. The energy will be too

high." Then D -Wave spent $100 billion building this from which | conclude

that you should always patent things even if
theydre not going to work.

The D -Wave system is partially coherent. It does solve hard problems. In
fact, you can show that having a bunch of noise in the middle is helpful for
it. It can very well be helpful for it to have noise in the middle. There are

plenty of kinds of computation, including things that were developed by
Shannon and von Neumannd6s stochastic computin
They were developed back in the 640s and 650s

the power of rapidly increasing power of digital computers.

Once you start pressing Nearegeidgiobbrmomy, your sys
They are going to be stochastic. Theydre goin
but theydre going to be semiguantum mechani ca
semicoherent. This is a wonderful opportunity to develop a theory and

practice of these k inds of computers, which will be the most powerful

computers that you could build, where you have to deal with noise and you

have to deal with quantum mechanics.

DAVID CHALMERS: The point at which machines achieve human level
capacities in awide range of areas, one of the areas where they'll be at
human level capacity is creating artificial intelligences. The moment they get

a |little bit beyond human | evel capacities, t
level capacities at creating Al, therefore theyol | be able to create
a bit better than those that we can create. T
create Al systems a bit better than themselves. Iterate until

superintelligence. Thatos al ways struck me as

youthink t hereds something wrong with that?

WILCZEK: Things can increase and saturate a bound, or they can take off,

or they can do something. They can sl owly inc
inevitable about a singularity. The structure of high problems, P versus NP,

suggests that there are going to be problems where progress will be very

slow.
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CHALMERS: Why does it have to be inevitable to be interesting? This

happens a | ot i n arguments about this. You do
happen. Even i f therabdscseai lOspgoicegttachhappen
interesting.

HILLIS: T h e r aftaw in the description, which is that it suggests that
intelligence is this uni  -dimensional thing. Something can be incredibly smart

and not have the ability to make a remotely smart machine . Youbre
assuming a particular dimension of intelligence could go off in that direction,

but it would be a very narrow dimension.

CHALMERS: Once you have correlations between capacities, if one

dimension goes off, then the things that correlate with it wil | tend to go off.
If one of the things which goes off to infinity is the ability to create Al, then

at the very least we get this offshoot line.

LLOYD: Fi rst of all, can we just do some numbers
off to infinity. Computation is a physical process, indeed, as a number of

people in this room are fond of claiming that all of physical dynamics can be

t hought of as a computation, as information p
certain amount of information processing you can do. Now, thos e amounts

are | arge. I f youdre willing to turn
using black holes or something, but t
wedre going to compute using things t
materials that are held together by covalent bond
have basically ops operating at the level of an electron vault or something

|l i ke that, and thatodés where nature is doing i

GOPNIK: 1 t 6 s cur i o ufyouthiekcaboutst,eve already do that. We

do know that the current intelligence that we have, one of its characteristics

is that it creates intelligences that are superior to it on a regular basis, which

in turn create intelligences that are superio
seem to bot her us very much, presumably because we die before we get to

great grandchil dr en, but that process is taki
anyone as being particularly maligned that we
are capable of doing t hi blegggdoibnghat wedr e not ca

CHALMERS: Every PhD advisor is trying to create an intelligence greater
than theirs.

GOPNIK: I n fact, I|iterally succeeding. Right? Th
human intelligence works, and it is interesting that it strikes us as being
hopefu | rather than striking us as being maligned.
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GERSHENFELD: I find the problem to be Ray Kurzweil's followers, not him.
A lot of what Ray does is he projects data. If you look at this data, Ray

himself does a good job, and if you just look at the data he pro j ect s, itdos a
interesting moment. The data projects in an i
singul arity, but do |l ook at Rayds dat a The d
LLOYD: There has been this old projection. I t 6s
years that human populatio n is growing super exponentially. As the rate of

growth of the popul ation goes, of course itos
people there, but thereds another positive te
square of the number of people, which is the number of p ossible interactions

you can have.

The way | make sense of this is exactly because we do have this funky

universal human language, and because our intelligence is a communal

intelligence, that our capacity comes from not just how many people there

a r e ,s hawtméany interactions there are between people, and this gives you

this proportion of the square. If you integrate that, you find that the

population becomes infinite, and if you extrapolate from historical amounts

of population, it becomes infinite at s omething like 2070. It becomes infinite

in half a century or something like that. Luckily, it slowed down recently.

There are these trends toward singularity.

CAROLINE JONES: People get stupider, too. On the many axes of

intelligence, there are many axes r ight now where people are extinctifying
themselves. Thatodos stupid. Thatdés a massive f
LLOYD: We overemphasize. As artificial intelligences get closer to the

capacities of human beings, they are already exhibiting behaviors that are

very human -1 i ke, messing up in weird and inscrutahb
understand. Artificial i ntelligence often | ea
of the signs that i1tb6és intell i ge-tdntradiclouyman bei
fashion. Wehdogétraoiwonall y, and by god we sh
rationall vy, as youbre arguing. Computers are
neural networks are already being to design the next generation of

programming systems. This is not some science fiction. This i s happening

already.

RODNEY BROOKS: Programming?

LLOYD:Maybe thereds this distinction thatdés con
what 6s the difference between a neur al net th
program thatds been written into memory.
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CHALMERS: | remember back in 1978 when | was a computer hobbyist at

twelve years old, there was a program that was released called "The Last

One," and it was going to be the program that wrote programs. Once you

got the program to write programs, heawvené.r e neve
It didn't quite work out.

STEPHEN WOLFRAM: So, as you realize the main problem is you have to
specify what the thing is going to do. With respect to this question about

ever increasing intelligence and so on, it will be nice to hear from people

wh at they imagine the definition of intelligence from some physics

mat hematics point of view might be, because |
end youodl | realize that intelligence is just
computation happens in lots of kin ds of systems. It happens in lots of

systems in the universe. ltés somet hing where
thisever -i ncreasing intelligence. This doesndt mal
is already computing in a very efficient, effective way in all kinds of different

places. The question is whether this computation is aligned with something

that we think of as being human -li ke intelligent behavior, ai

completely different question and one that is quite separate from all these
singularity discuss ions.

CHALMERS: The cash value is doing things that we care about. Right? Like
solving problems, curing diseases, winning wars.

LLOYD: That's very good point. As you know, Steve and | have both written

books claiming the universe is a giant computer and th at we should

understand everything in terms of computation
webre building computers, particularly when w
computers, webre hacking into the ongoing com
having more of that be computat iont hat wedd | i ke to have.

The real issues are not about the use of comp flops but about the use of

joules and about energy that wedre using. Tho
Then itds going to be okay. Il f we pay attenti
building, if we socialize them, we treat them nicely, they then are part of our

human intelligence and not separate from it in the same way that books are

not separate from our intelligence.

ROBERT AXELROD: I'm going to take your example of advertisements for
hip re placement, which you labeled as stupid, and give an account of why

itdés intelligent. You know a | ot more people
replacements or are on the verge of having them than | do. You are a social
collector of people who are relevant to hip advertisers. Even though you
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wonoét have need of one, you might find that t
than the one you got.

JONES: But he doesné6t want to be a node in capit
customers.

AXELROD: 1 6 m just saying t het hcaatpd s ad d vser tsiyssitregn hi
him is not stupid. Whereds the intelligence t
replacement node? The answer might be that it
already that tests a lot of different ways of focusing ads and finds that

people th at have purchased something should still be advertised for the

same thing, even though, as in your case, you
need another one. The system might have discovered that without anybody

designing it to discover that, because they try a whole bunch of stuff  and

some of it gets good feedback in terms of selling hips or cars or whatever it

is. So, 1tdés a combination. I n this case, the
for as youbre doing some of -réeldvantpeoplednd by col | e
talking to them when you learn something about hips. The advertising

system is also learning that that works, so ités a combination of
intelligence and the automated system. Il tos a
talking about of how those are going t 0 merge and complement each other.

WILCZEK: 1t 6s poetic that web6re close to the end
many themes in terms of hip replacement, but it does illustrate opacity. It
illustrates looking at extreme cases.

JOHN BROCKMAN:': It gets better. The reason | was energized to do this
project was because | went to get a cortisone shot, nothing major, but it
was for a pain in my neck, which means they have to do it in a hospital

setting. So, | make an appointment at the Hospital for S pecial Surgery at
3pm, get a cup of coffee, come back, hit my e -mail. First email: New
England Burial Society. | get a second e -mail: New England Crematorium dot

com. Third email: Casket dot com: "Keep your remains intact for a thousand
years." This is ver y sophisticated because | knew that something was
happening, and that something had to be deep learning. | immediately
thought of Demis because | know this is beyond Larry Page. Why? Because |

made the appointment from my farm in Connecticut, and who knew that |

dondét do the boroughs? So, |l 6m not going to t
Because thatodés where they are. Theydre in the
WILCZEK: But it also illustrates whatoés | acking.
looking at extreme cases. Wha t it doesndét have 1is
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LLOYD: Tact.

WILCZEK: 1t doesndét have a sense of decency. Tha
somehow to widen the circle of empathy on both sides.

LLOYD: Tact comes from the word to be silent. It
Herb Simon said the w  orld that is information ~ -rich is by necessity attention -

poor. He said this in 1956 or something like that. That anticipated our

current era. What we need to do as human beings is to protect our time and

our attention, to pay attention to the things that ar e important such as other

human beings and the odd, sexy Al.

BROCKMAN: Cat heri ne Bateson asked, "Why candét we
humility?" Why candédt we have an Al that asks

"Maybe | better  sleep on it"?
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W. DANIEL HILLIS

Emergences

My perspective is closest to George Dyson's. | liked his introducing himself

as being interested in intelligence in the wild. | will copy George in that. That

i's what 1 06m interested pergpective that makdsitallini t 6 s wi t h

the wild. My interest in Al comes from a broader interest in a much more
interesting question to which | have no answers (and can barely articulate

the question): How do lots of simple things interacting emerge into

somethi ng more complicated? Then how does that create the next system
out of which that happens, and so on?

Consider the phenomenon, for instance, of chemicals organizing themselves

into life, or single  -cell organisms organizing themselves into multi -cellular

org anisms, or individual people organizing themselves into a society with

language and things like that 0l suspect that therebés more of
organization to happen. The Al that 1 &dm inter
and, like George, | suspect that not on ly will it happen, but it probably

already i s happening, and wedre going to have
as it happens. We have trouble perceiving it because of this notion, which

lan McEwan so beautifully described, of the Golem being such a compel ling

idea that we get distracted by it, and we imagine it to be like that. That

blinds us to being able to see it as it really is emerging. Not that | think such

things are impossible, but | dondét think thos
emerge.

There's a pattern in all of those emergences, which is that they start out as

analog systems of interaction, and then somehow 0 chemicals have chains of
circular pathways that metabolize stuff from the outside world and turn into

circular pathways that are metabolizin gd what always happens going up to
the next level is those analog systems invent a digital system, like DNA,

where they start to abstract out the information processing. So, they put the
information processing in a separate system of its own. From then on, the
interesting story becomes the story in the information processing. The

complexity happens more in the information processing system. That
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certainly happens again with multi -cellular organisms. The information
processing system is neurons, and they even tually go from just a bunch of
cells to having this special i nformat.
the action is in the brains and behavior. It drags along and makes much

more complicated bodies much more interesting once you have behavior.

W. DAN IEL HILLIS is an inventor, entrepreneur, and computer scientist,
Judge Widney Professor of Engineering and Medicine at USC, and author
of The Pattern on the Stone: The Simple Ideas That Make Computers Work.
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introducing himself as being interested in intelligence in the wild. I will copy

George in that. That i s what |1 6m interested

that makes it all in the wild. My intere st in Al comes from a broader interest
in a much more interesting question to which | have no answers (and can

barely articulate the question): How do lots of simple things interacting

emerge into something more complicated? Then how does that create the
next system out of which that happens, and so on?

Consider the phenomenon, for instance, of chemicals organizing themselves

into life, or single  -cell organisms organizing themselves into multi -cellular
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circular pathways that are metabolizing 0 what always happens going up to
the next level is  those analog systems invent a digital system, like DNA,
where they start to abstract out the information processing. So, they put the
information processing in a separate system of its own. From then on, the
interesting story becomes the story in the info rmation processing. The
complexity happens more in the information processing system. That

certainly happens again with multi -cellular organisms. The information
processing system is neurons, and they eventually go from just a bunch of
cellsto havingthis s peci al i nformation processing syst e
the action is in the brains and behavior. It drags along and makes much

more complicated bodies much more interesting once you have behavior.

Of course, it makes humans much more interesting when the y invent

|l anguage and can start tal king, but thatds a
information processing. Writing is our form of DNA for culture, in some

sense; it's this digital form that we invent for encoding knowledge. Then we

start building machinery to do information processing, systems, everything

from legal systems to communication systems and computers and things like

that. | see that as a repeat pattern. | wish | could say that more precisely,

but you all know what 1 6m tal kindsgnth@tb out when
direction. Somebody will someday make wonderful progress in finding a way

of talking about that more precisely.

Thereds a worry that somehow artificial i nt el
superpower ful and develop goals of ourd.s own th
One thing that 16d |Iike to convince you of is

happen already. We do have intelligences that are superpowerful in some

senses, not in every way, but in some dimensions they are much more

powerful than we are, and in o ther dimensions much weaker. The interesting
thing about them is that they are already developing emergent goals of their

own that are not necessarily well aligned with our goals, with the goals of

the people who created them, with the goals of the people they influence,
with the goals of the people who feed them and sustain them, goals of the

people who own them.

Those early intelligences are probably not <co

one |l urking inside Google or somet hationg . Il can
are examples. Nation states are examples. Corporations are artificial bodies.
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That 6s what the word means. Theyore artificia
to serve us, but i n fact what happens i1is that
exactly the founders, or the shareholders, not the employees that they
serve, or their customers. They have a life of their own. In fact, none of
those entities that are the constituents have

very fundament al reason why t haRequisiten 6t . I t 6s
Variety, which states that in order to control something, you have to have as

many states as the thing youdre controlling.
supercomplicated superintelligences, by definition, are not controllable by

individuals.

Certainly, yo u might imagine that the head of Google gets to decide what

Google does, especially since theyore the fou
talk to heads of state or things like that, they constantly express frustration
that people imagine that they can solve th is problem. Of course,

shareholders try to influence and do influence corporations, but they have
limited influence.

One of the interesting things about the emergence of them having goals of

their own is the emergent goals often tend to successfully see th ose
influences as sources of noise, or something like that. For example, before
information technology, corporations coul dnot

couldnét hold together.

BROOKS: What about the East India Company?

AXELROD: Or China.

HILLIS: I wou |d say that East India Company did not as effectively hold

together as an entity and stay coordinated. T
think that they were as tightly coupled.

Information technology certainly made it much easier. Il wonot
you whet her they were edge  cases, but you could have skyscrapers full of

people that did nothing but hold the corporation together by calling up other
people in the corporation.
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These things are hybrids of technology and people. As they transitioned to a
point whe re more decisions were being made by the technology, one thing
they could do was prevent the people from breaking the rules. It used to be
that an individual employee could just decide not to apply the company

policy because it didndondmakendgegnse,someihi wg
That 6s getting harder and harder to do becaus
the policy coded into it, and they Iliterally

they want to.

Webve got to the point where weulthngsthatade e t hes e

have big influences on our | ives, and theyodre
Facebook is a great example. Thereds an emerg
Facebook enabl i ng conspiracy theory groups. It wa
decided to do that or anybody at Facebook decided to do that, but it

emerged out of what their business model was. Then that had an impact on

this other emergent thing 0 the government & which was designed for dealing

with people, not corporations. But in fact, corporations have learned to h ack

it, and theyodve | earned that they can use the
details to things like lobbying and track details of bills going through

Congress in ways that no individual can. They can influence government in

ways that i nd.i.Maredandanore, gavernmerit is responding to the

pressures of corporations more successfully than to the pressures of people

because theyodre superhuman in their ability t
may be very dumb in some other ways.

One of their successe s is their ability to gather resources; to get food from

the outside world, for example. They have been extremely successful at

gat hering resources to themselves, which give
positive feedback loop there, which lets them invest i n quantum computers

and Al, which gets them presumably richer and better.

We may be already in a world where we have this runaway situation, which

is not necessarily aligned with our individual human goals. People are

perceiving aspectstbifnktwhbudé6sl hdppéhing is w
perceived. Whatodés happening is that we have t
When | hear people do this hypothetical handwringing about these

superintelligent Als that are going to take over the world, well, that might

happen some time in the future, but we have a real example now.
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Why don't we just figure out how to control those, rather than thinking

hypothetically how we ought to design the five laws of robotics into these
hypothetical general Al human -l'i ke t hi ngskhowwe tad designh i
the five laws of robotics or computers into corporations or something like

that. That ought to be an easier job. If we could do that, we ought to be able

to apply that right now.

* *k k% %

ROBERT AXELROD: An example of that is, what righ ts do they have? The
Supreme Court recently said they had the right to free speech, which means
they can contribute to political campaigns.

ALISON GOPNIK: David Runciman, who is a historian at Cambridge, has

made this argument exactly about corporations an d nation states, but
made the argument & which I think is quite convincing 0 that this is from the
origin of corporations and nation states, tha

that s when you start getting these agents.

Then there are some questions y ou could ask about whether you had

analogous superindividual agents early on. Maybe just having a forager

community is already having a superintelligence, compared to the individual

me mber communi ty. ltés fairly clear that that
com plexity is deeply related to some of the things that we more typically

think of as being intelligences. We have a historical example of those things

appearing and those things changing the way that human beings function in

important and significant ways.

For what i1itdés worth, at the same time, the dat
goals got much better on average. You could certainly argue that there were

things that happened with industrialization that set back.

AXELROD: What do you mean goals got better?

GOPNIK: Well, people got healthier.

AXELROD: They achieved their goals.
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GOPNIK: Yes, exactly. They stopped having accidents. They stopped being
struck by lightning. Someone like Hans Rosling has these long lists that are
like that. We do have a historical example of these superhuman intelligences

happening, and it could have been tha t people thought the effect was going

to be that individual goals would be frustrated. If you were trying to graze

your sheep on the commons, then you werenot b
certainly doesndét seem | i ke ther ehatsvoulny princ

happen is that the goals of the corporations would be misaligned.

W. DANIEL HILLIS: 1t 6s a matter of power balance. Ce
arendt powerless to influence those goals. We
the balance, because a lot of technol ogical things have helped enable the

power of these very large corporations to coordinate, and act, and gather

resources to themselves more than theybve ena
to influence them.

RODNEY BROOKS: Back to the East India Company: | re alized when | said
that that in fact the East India Company did develop an information

technology and became the education system through elementary schools of
people being able to write uniformly, do calculations, arithmetic. Writing

enabled their informa  tion technology that individual clerks were

substitutable across their whole operation.

HILLIS: The East India Company did some pretty inhuman things.

NEIL GERSHENFELD: Al Gore said he viewed the Constitution as a program

written for a distributed computer . Itis areally interesting comment, that if

you take what youdre saying seriously to thin
programming language.

STEPHEN WOLFRAM: 1t 6s | egal ese. Programming | angua

CAROLINE JONES: That the algorithms of homophily are a hu ge part of the

problem. The reputed echo chamber that magnifies small differences so you

get conspiracy theories 0 the schizophrenic model is hyper connectivity.

Everything connects to this conspiracy theoretical model, so homophily, as |

learned from Wendy  Chun, is at its core of the programming language o like

begetslke das di stinguished from the parallel stud
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feather dondét flock together; difference attr

the 0650s that were at t hoeeticalalgodathnocfthinking,i s g a me
and everyone went with like begets like, which produces the echo chamber.

The first question is about hybridity. The DNA model has been radically
complicated by translocation. So, itds not
cones. You mentioned nine out of ten E. <coli
which has information from the chimeric gene that | have floating around me

t

t

h

from my son when he was passing in my amniot.

translocation going on all the time.

In other words, do we have a resource there in this ongoing hybridization of

the program? Do we have a resource point of
comment, we also are giving rights, not "we," but the Bolivian constitution is

giving rights to the ocean, t 0 a tree, to cetaceans. So, can this dialogue with

other life forms, with other sentiences somehow break the horrifying picture

of the corporate superintelligence? Are there other translocatable

informational streams that can be magnified or the algorithms be switched

to proliferate differences and dialogue and external influences rather than

the continuous proliferation of the self same?

HILLIS:I dondét think ités necessarily horrifying

have no influence over this. | agree that th is has been going on for a long
time.

JONES: But we do have the model of a government being put in place by
algorithms that we no longer control demographically. We have an actual
case.

HILLIS: The trend is very much in the direction of the next level of
organization, which is corporations, nation states, and things like that taking
advantage of these effects, like symbiosis.

WOLFRAM: That 6s called strategic partnerships.

HILLIS: Exactly. Yes, it is, or acquisition of genetic material is done by
acquisitio n. They have lots of ways of taking advantage of hybridization that
is better than individuals. In fact, the technology has hurt the individual
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interactions, as you point out, with the way

ways, har med i t.nsomebvays.hel ped it i
|l t6s been a mixed bag, but itdéds definitely en
corporations before were limited just by the logistics of scale. They became
more and more inefficient except in very spec

together as the y got bigger. Technology has given them the power to hold

together and act effectively bigger and bigge
gotten in the last year the first two trillion -dollar companies because they

were designed from the beginning to take good advantage of technology.

PETER GALISON: Do you think that thereds a charact
between the kind of research that goes on under the corporate umbrella
and, say, the university umbrella? | know people have lots of views about

this,andthere ar e t hings you can do in university ¢t
the other, but how would you characterize in particular areas of Al -related

work?

HILLIS: Corporations are much more rationally self -interested in how they

focus their research.
AXELROD: Youmean t heyo6re allocating resources mor
more effective at promoting promising researc

suggesting?

HILLIS: They select research areas that are in alignment with their
emergent goals.

BROOKS: Yes, but tingaryadditienal thimg now, which is very

interesting. Theyo6re taking the cream from th
very open intellectual positions as a way of attracting the level below who
will be more steerable to what they do. So, Google and Faceboo k are both

doing this in the extreme at the moment. Those particular people will tell
you what great freedom they have.

HILLIS:1 6d say thatodos a great example of them be
effective at channeling the energy toward their emergent goals.
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WOLFRAM: As you | ook at the emergent goals of <co
to map how the goals of humans have evolved o
curious as to whether you can say anything about what you think the trend

of emergent goals in corporations is. That is, if you talk about human goals,

you can say something about how human goals have evolved over the last

few thousand years. Some goals have remained the same. Some goals have

changed.

AXELROD: | &I | try my hand at it. When ycameget tw
niche that are competitive, they often become uncompetitive. If one of them

is substantially bigger, they might try to destroy or gobble up the other one,

but otherwise it might try to cooperate with the other one against the

interest of the consumer. |l tds caltiugd ant.i

As they get bigger, they also want to control their broader environment like

regulations. A small restaurant is not going to try to control the regulation of

restaurants, but if you have a huge chain, then you can try to control th e

governmental context at which you are, and you could also try to control the

consumer side of it, too. Advertising is a simple way to do that. As the

corporations get bigger, therebdés an unfortuna
competition goes down, and we see this in high tech. I t 6s

There are only five huge corporations and the
Apple is doing manufacturing and Amazon is not doing much manufacturing.

Thatos | ikely to cont i ntackareaspluti jrusdt henr € .hel thd g
very worrisome that the corporations will get more and more resources to

shape their own environment.

At the lower level 9 at a restaurant or something 0 you have two goals: make
money for your owners and survive. But when you get much bigger it seems
to me that often the goals beyond those two are to also control as much of

your environment as you can.

WOLFRAM: For the purpose of stability or for further growth.
AXELROD: For both. Therebés another trend thatos

is the concentration of capital. At the individual level, you see a higher and
higher proportion of the wealth of a country is in the top one percent.
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HILLIS:That 6s a symptom of them getting more poyv

AXELROD: May be. Il t6s a sympt om oital greateethanttet ur ns on
growth of productivity, which doesndét depend
organizational structure. So, the corporations are likely to have more and

more control over resources, and thatodos unfor

WOLFRAM: So,i t 6s virtues and vices of corporatior
corporations will emerge with the same kinds of virtue and vice type goal
structures that are attributed to humans?

GEORGE DYSON: Onet hi ng that is very much Dannyoés w
di dndt thahtie world sve inherited from the 1940s that brought the

first Macy Conference, the huge competition was in faster computers, to

break the code within 24 hours, to design the bombs. These were machines

just trying to get more instructions per second.

But thereds another side to it. Therheldss sl ow c
the survival of the species, and thatds where
because of verylong -t er m memory, and we need that too.
need the speed. Danny, of course, i s building the 10,000 -year clock, a very
slowcomputer, and thatdés an i mportant thing because
| arger organizations, these superorganizati on
scale not only in size and distancadiegobouit i n t i
can be a bad thing, too. You can have a dictator that lasts for a thousand

years.

GOPNIK: But some organizations don't scale. Even when they get bigger,
they seem to have this very predictable |ife.
West would sa .

G. DYSON: Right. Geoffrey will say that. But a very important, possibly

good, functon of these systems i s weoO-teemcgnputingg t o get
where you look at the very long -term time series. That evolution will be a
good thing.

GALISON: Historica lly, we have places like AT&T, IBM, Xerox that had
world -class labs that deteriorated over time. AT&T Laboratories is nothing

205



remotely | i ke what it was | i ke in the 1960s a
of research eventual |l y bterro ceoosghfoithemaas né6t shor
they figured theydd offload that to the unive
it and do things that were more short term.

One possible outcome is that even the places
a high level and giving a tranche of the research group relative freedom as a

cover and attractor, one outcome is that that could expand, but it could also

pull back, and you could end up with wrecking parts of the university and

not having a | ot of freedom i n.ltskeemstoma por ati o
an open question whatodéds going to happen with
wealth at a few companies.

BROOKS: The wealth is the important part. When AT&T labs was riding
high, AT&T was a monopoly of the phone company, an incredible cash f low.

FRANK WILCZEK: They were required by law to spend money.

WOLFRAM: But the fact is, basic research happens
monopoly, because i f you have a monopoly then
basic research because whatever is figured out will only benefit you. You see

that even at the level of the U.S. government.

JONES:Di d you hear Frankds comment that AT&T wa
government to do research?

WILCZEK: They were required by law to keep their profits at a certain level,
so they spental ot onresearch.

JONES: A monopoly will never regulate itself.

WOLFRAM: Even in our tiny corners of the technol
while to do research in things where we are the only distribution channel

basically, and the same thing is happening wit h a bunch of Al stuff
being done in places where the only beneficiary is a company with a large
di stribution channel that thereds motivation

soon as you remove that monopoly, the motivation to do basic research
goes aw ay from a rational corporate point of view.
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TOM GRIFFITHS: There are cases where you can tie this very directly to
Al. The best example of this is the Facebook feed management algorithm.
Nick Bostrom has this thought experiment where you make an Al

whose goal is to manufacture paperclips, and then it consumes the entire
earth manufacturing paperclips. Tristan Harris has pointed out that the
Facebook feed management algorithm is essentially that machine, but for
human attention. It consumes your attention. | t makes money as a
consequence of doing so that's fed back into the mechanism for consuming
human attention. It gets better and better at consuming human attention

unt i | we 0-clippegpoarpetres.
SETHLLOYD: That 6s true for all ofbodyWwhebaes compani es
teenage children knows that thereds an attent

GOPNIK: | would push back against that. That idea is highly exaggerated
and let me give you the reason why | think that.

Think about walking  or driving down a street where there billboa rds all

around, if you were in a first -generation literate culture, what you would say

is, "Thereds this terrible problyembdhawg you go
your attention distracted by having to decode what this stuff is. There are all

these symbol syou have to decode. Meanwhile, you're not paying attention

to anything thatés going on in the street. Yo
divided." We know even neurologically that what actually happens is when

you are deeply immersed in a literate culture, you e nd up with Stroop

effects, where your decodi rdgmandingiptheisammte i sndt a
way. Youdre not doing it by serial attention
compl etely automatically and in parallel. Il t 6
aboutbe cause wedre in the position of the prelit

obvious that this is somehow an intrinsic characteristic.

HILLIS:1 6d | i ke to bring this back to the Al par
the social part of the comment. If you look at wh ere artificial intelligence is

being deployed on a large scale, where people are spending a lot of money

paying the power bills for doing the computation and things like that, they

are mostly being done in the service of either corporations or nation state so

mostly corporations, but nation states are rapidly catching up on that.
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They are making those more powerful and more effective at working their
emergent goals, and that is the way that this relates. So, when we think of

these runaway Als, we should think of them as not things off by themselves.
Theydre the brains of these r unrhgbndAys. Sobhi ngs th
theyodore the artificial brains or the artifici
that are already hybrid Als and already have emergent goal s of their own.

LLOYD: This is why | disagree with you about this. Back in the 1960s, they

woul d say, " Oh, kids these days, theyodre watc
just horrible." Though | enjoy preparing for the grumpy old man stage of my

life, and I | ike practicing that, | do think that if you look what these Als are

being devoted for, the primary use of them is
web pages.

HILLIS:Whet her ités attenti on, or doll ar s, or v
matter.

JONES: The designersw i | I tell you that theyodére using t
functions. Thatodods part of the problem. Theydl

bottom of the evolutionary channel as quickly as they can.

HILLIS: I f therebds anything val uthem/treywilluset 1 s val
this power to get it. There will be problems with that, and there will be limits

onthatandsoon dyoudbére pointing out some of the | im
attention & and there will be limits in their ability to get money, and their

ability to get electric power and so on, but they will use all of these tools to
get as much of it as they can.

GOPNIK: But again, Danny, my challenge would be, is that any different
than it was for Josiah Wedgwood in 17807

HILLIS: Ye s . ltés a tip in power.

GOPNIK: It seems to me you could argue there was much more of a tip in
power i f youbre considering the difference be
1850.
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HILLIS:For example, for the East I ndia Company,
policy and monitor that everybody did that policy. Google can. Google can
do that.

GOPNIK: That 6s exactly what people at Wedgwood d
whole point of investing industry, inventing factories was exactly doing that.

HILLIS: Butinfact t hey coul dnét do it very effectivel

JONES: East India had to translate itself to a language with an army, which
was the British Empire. So, there are meshes between corporations and
governments that we have to worry about, like the one we have right now.

GOPNIK: No . l 6m not sagom@t thave weo worry about
i snét power. The question i s thshigatipgngi t t hat vy
point? It | ooks |Iike thereds this general phe
develop these transindividual superintelligences, and they have cer tain kinds

of properties, and they tend to have power and goals that are separate. All

thatds true but we have a | ot of historical e
what 6s happening is that thereds more of that

why do you think  that this is a point at which this is going to be different?

HILLIS:There could be a tipping point. l 6m not ¢
saying is that thereb6s an explosion of their
technol ogies, which ar e ddthingslike thatyareMenmyr eds | aw
used to their advantage. There are very few e
used to an individual 6s advantage. There are

being used to the advantage of these hybrid emergent intelligences.

LLOYD: That 6s a very good exampl e, because bet wee
life expectancy and degree of nutrition and height of the average person in

England declined because they were being taken out of the countryside and

locked into factories for ninety hours a week.

GOPNIK: That 6s why thinking about these historic
you think about the scaling difference between, say, pre -telegraph and train,

so if you think about the difference in scale between the communication that

you could have before you had the telegraph and afterwards and before you
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had the train and afterwards, for all of human history the fastest
communication you could have was the speed of a fast horse.

HILLIS: Yes. It made a big difference.

GOPNIK: Then suddenly you have communicat ion at the speed of light. It

t

n

n k

h

seems to me thereds nothing that | can see
moment thatos different.

HILLIS:I realize what our difference i s. Il t hi
saying this is happening nowgdtelegéaph. Thiscl udi ng r
moment in history includes al/l of that, so
right now.

GOPNIK: That 6s essentially industrialization.

HILLIS: 1 6 m not categorizing it. I ndustrializat:i
aspect. A lot of things happene d at once and you categorize them, but the

particular thing that is interesting which happened at the same time as

industrialization was the construction of an apparatus of communication of

symbols and policies that was outside the capacity of a human mind to

follow it. Thatods the interesting thing. Ther
industrialization, but thatoés the thing thato
and Al are just that going up on an exponential curve.

GALISON: Seeing this moment of increased poverty and stagnation of

wages for a big sector of society, and enormous increase of wealth within a

concentrated group, and the consolidation of industries like Amazon and

others is something that does represent the s
not justa simple linear continuation of what went before.

In the post -World War Il era, there was a sense that people were able in

families to go to college for the first time, to get loans 0 at least if they were

white 8 and that meant that you had a big class that had increased
expectations and increased income. Weodre seei
happens when that stops when youb6re basically
the college system. Youbre not giving them in
real estate and things that i ncrease in value. Wedre at a to
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GRIFFITHS: Thereds an interesting argument about

di fferent, which is one argument thatds often
companies is wedre not doing anything differe
beendone in the past, and wedbre just doing it I
you could make that doing it better is different. The objective function is the

same, but youodre doing a better job of opti mi
that is that you get al | of the unforeseen consequences of doing a good job

of optimizing that objective, which may not have been clear when you were
doing a bad job of optimizing that function.

In machine learning we talk about regularization. Regularization is forces

that pull you back from overfitting on your objective, and you can think

about not being able to do a great job of optimizing as a form of

regul ari zati on, but 1 tés helping us to avoid
of really optimizing the objective functions tha t those companies have

defined for themselves.

GALISON: They say weodre doing the same thing, bu
to break stuff, and breaking stuff often means breaking the income of
working -class people.

GRIFFITHS: Ye s, but i tds enoeagarhethingletterisitbei ng t h
thing that then reveals why itbés bad to do th

HILLIS: If you go back to the other perspective and say, "Is a single cell

better off being a part of a multi -cel lul ar organism that they ¢
aslivinginasociet vy that they candét perceive?" | woulc
mixed bag, but generally they are.

GOPNIK: Ri ght . Thatdés right.

HILLIS: So, | 6m optimistic in that sense.

GOPNIK: If you think of the train and telegraph is the inflection point, the

individual achieve ment of goals didndt just get better
better.
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HILLIS:Again, |1 O06m not seeing that as an inflecti

through a transition. Webre in the middle of
level of organization to another level of organization in that process. For

instance, individual cells had to give up the ability to reproduce. They had to

delegate it.

WILCZEK: That 6s a | ot .

HILLIS: We wi | | |l ose some things in that process.
that process. But all |l 6m mostly arguing for is that weobr
ti me worrying about the hypolookatheactaal. ; it 6d be

FREEMAN DYSON: The most i mportant thing thatdés hap

century is China getting rich. Everything else to me is sec ondary.

IAN MCEWAN: One aspect of humanizing |l etbés call t
whatever you like, would be to tax them as humans. Especially when they

replace workers in factories or accountants or white -collar jobs and all the

pattern recognition professions. T hen we would all have a stake.

AXELROD: That 6s an example of where we may have
point. The corporations are now politically powerful enough to keep their tax

rates low and not only that, but the billionaires are powerful enough to keep

th eir tax rates low. Inheritance tax, for example

MCEWAN: This is why we need to resist the point at which, perhaps in fifty

yearso time, vast sections of the populati on
or fifteen hours a week, and we might have to learn fro m aristocracies of

how to use leisure: how to hunt and how to fish, how to play the

harpsichord. I n other words, itds perfectly p
of retirement & and we were talking about this in a break 0 how busy you

could be doing nothing. But somehow, we have to talk of distributing wealth

and function here.

HILLIS:Bob6s point is this is a sense in which t
where taxing corporations, that window has pa
now have more power than individuals do i n influencing the political system.

So, therebdbs an example of where the train has
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apost-i ndi vi dual human worl d. Wedre now in a wor
these emergent goals of the corpor atnngpons. I d
back the clock on that. We are now in that world.
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